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Abstract

A review of modern developments in the field of automatic emotion recognition is prepared. The
relevance of developing computer programs for facial emotion recognition using an ensemble of
convolutional neural networks (CNN) is substantiated. A method of increase the accuracy of facial
emotion recognition is proposed, which consists in using an ensemble of three CNN. The inputs of CNN
#1 receive the initial image, the inputs of CNN #2 receive the contour image, and the inputs of CNN #3
receive the inverted initial image. The developed CNN are designed to recognize seven emotions: Angry,
Disgust, Fear, Happy, Neutral, Sad and Surprise. The resulting values of the probability of recognizing
emotions are calculated by averaging the outputs of all CNN of the ensemble. The software for
recognizing emotions based on face images was developed in Python using the Google Colab cloud
platform. In the process of training the CNN, parallel computing using GPU was performed.
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1. Introduction

Automatic Facial Emotion Recognition (FER) is widely used in various fields of science, technology,
education, medicine and business [1, 2]. Taking into account the user's emotions is important for
organizing human-machine interaction using adaptive interfaces that change the complexity of
tasks or interface design. In educational systems, the emotional state of students is used to increase
their motivation during classes and individualize learning, and is taken into account in the process
of implementing STEM projects [3]. Facial Emotion Recognition is complemented by other types of
image analysis [4]. Determining a person's emotional state by facial expression is implemented by
hardware-software systems in which images are read from video cameras. In mobile and embedded
systems, microcomputers, such as Raspberry Pi, are often used for image processing. The
advantages of computer systems for facial emotion recognition include the availability of hardware
and relatively high recognition accuracy.

In general, the sequence of facial emotion recognition consists of four stages. The first stage is
the reading of images from digital video cameras. The second stage is the detection of facial images
by their spatial localization in rectangular areas, which is performed, in particular, by the Viola-
Jones method or using convolutional neural networks (CNN) [5]. The third stage is the
normalization of the image of the facial area by scaling it to a standard size, optimizing brightness
and contrast. At the fourth stage, FER is implemented using, as a rule, facial features (coordinates
of key points) or CNN. The use of CNN allows recognizing emotions with various distortions of
images (for example, due to face turns and changes in lighting conditions), but requires a long
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training procedure. As a result of recognition, the emotion that prevails on the person’s face is
determined. The most commonly recognized 7 types of emotions: Angry, Disgust, Fear, Happy, Sad,
Surprise and Neutral [5].

The problem is that existing facial emotion recognition systems have limited accuracy, which is
due to the individual characteristics of people, different conditions for obtaining photos, and other
factors. When using CNN, the real accuracy of face recognition is often limited by overtraining of
neural networks, when at a certain epoch of training the error for the validation dataset begins to
increase. Errors in automatic FER systems significantly complicate the practical implementation of
such systems, requiring additional checks. Despite the promising potential of CNN, it is difficult to
achieve high recognition accuracy for different types of face images using a single CNN.

The aim of the work is to develop methodology and software for facial emotion recognition
using an ensemble of convolutional neural networks, which contains three CNN. The first CNN is
trained on a dataset of ordinary facial images in a normalized scale. The second CNN is trained on
a dataset of image contours, and after training uses image contours as input signals. The third CNN
is trained on a dataset of inverted images, and accordingly, after training uses inverted images as
input signal. Accordingly, the second CNN reacts to sharp changes in the brightness of the facial
image, which are spatially localized in the contour areas (for example, areas of facial features: eyes,
nose and mouth). The third CNN significantly responds to areas of facial features, which in the
original (non-inverted image) often have low brightness due to shading. Each of the CNN in
ensemble has certain characteristics of facial images, so their results complement each other.

The results of emotion recognition are obtained by averaging the outputs of all CNN from
ensemble, which allows for the most complete consideration of all characteristics of the facial
image and more accurate recognition of emotions. Thus, the results of the study are relevant, as
they allow for increasing the accuracy of recognition of a person's emotional state.

2. Related works

A review of the possibilities of using deep learning for automatic facial emotion recognition was
provided in the work [6]. It is shown that emotion recognition has a wide scope of application. The
possibilities of FER using CNN of various architectures, in particular VGG and ResNet, are
described. The possibilities of recognizing emotions based on images, as well as on signals of other
types, in particular, sound, are considered [7].

The research [5] is devoted to the practical recognition of 7 basic emotions: Angry, Disgust,
Fear, Happy, Sad, Surprise and Neutral (Fig. 1). The recognition is performed based on the CNN
model trained on the FER-2013 dataset. The developed CNN architecture contains 6 convolutional
layers, and 2 fully connected output layers. Each of the 7 outputs of CNN means the probability
that a certain emotion is present in the input image. The quantity of convolutional layers, the sizes
of their filters, and the quantity of fully connected layers are chosen to reduce the learning error
for both the training and validation datasets. The CNN inputs are fed with face images of a certain
size, so the initial images are scaled, as a rule, by interpolation methods [8].

Face detection in images using the Viola-Jones method (using Haar cascades) is described in the
work [9]. It is shown that the use of different Haar cascades allows determining the orientation of
the face. Facial expression recognition in images using CNN with the A-MobileNet architecture is
described in the research [10]. It is shown that the CNN model with the A-MobileNet architecture
provides high accuracy in facial expression recognition.

In the research [11] a simplified CNN model with dense-connectivity architecture is described,
but it provides accurate FER. This model is designed for integration into learning management
systems for the purpose of correcting the educational process. It is shown that the developed CNN
model requires less computational resources compared to the known CNN architectures: VGG,
ResNet, Xception, EfficientNet, DenseNet [12-14].
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Figure 1: Examples of faces expressing 7 basic emotions [5].

The use of local facial features and Scale Invariant Feature Transform (SIFT) for emotion
recognition is described in the work [15]. Recognition of different classes (emotions) was
performed using the support vector machine (SVM) method. It is shown that increasing the
accuracy of emotion recognition can be achieved by expanding the dataset.

In the work [16], the recognition of 16 emotions in facial images obtained as frames of a video
stream was considered. Based on the analysis of the images, the following emotions were
determined: Anger, Anxiety, Confidence, Contentment, Courage, Disgust, Excitement, Gratitude,
Happiness, Joy, Love, Pride, Relaxation, Resolve, Sadness, and Tranquillity. Emotion recognition in
images was performed using recurrent neural networks (RNN). A significant quantity of recognized
emotions allows to accurately assess a person’s emotional state, but this somewhat complicates the
construction of a recognition system and the interpretation of the obtained results.

The use of CNN for facial emotion recognition is described in the research [17]. It has been
demonstrated that focusing the attention of CNN on important areas of the face (for example, eyes)
allows to increase the accuracy of emotion recognition.

In the work [18] it is shown that filtering face images before processing them with CNN allows
increasing the accuracy of facial expression recognition. In particular, the following filtering
methods were used: Average filtering, Median filtering, Gaussian filtering, Non local means
filtering, Bilateral filtering. A specialized system for FER using CNN is described in the research
[19]. However, in almost all cases of using CNN, the question arises of increasing the accuracy of
facial emotion recognition.

Thus, the analysis of the reviewed works confirms the relevance of FER using an ensemble of
CNN, and also shows the need for software implementation and research of such an emotion
recognition system.

3. A proposed method for recognizing emotions using an ensemble of
convolutional neural networks

According to the proposed method, to increase the accuracy of facial emotion recognition, not one
CNN, but an ensemble of three CNN is used (Fig. 2). The input images for the ensemble are
grayscale images Img = (Img(i, k)), where i = 0,..., M-1; k = 0,..., N-1; M, N are the height and width
of the image (in pixels). The structure of all CNN #1-#3 is the same, and the difference lies in the
input signals. CNN can potentially also process the color images, but for this the channels of the
red, green and blue components must be processed in the same way as the brightness channel
(image Imyg).



The inputs of the CNN # 1 are fed with the initial image Img (as an array of size M x N elements,
the values of which denote the brightness of the corresponding pixels). At the outputs of the CNN
# 1, a one-dimensional array Y = (¥(j)) is obtained, where j = 0, .., Ov1, Qy = 7 — the quantity of
recognized emotions. The values of the elements of the array Y(j) denote the probability of the
appearance of a face with emotion number j at the input of the CNN. The emotions at the outputs
of the CNN are numbered as follows: Angry (j = 0), Disgust (j = 1), Fear (j = 2), Happy (j = 3),
Neutral (j = 4), Sad (j = 5), Surprise (j = 6).

The inputs of the CNN #2 are fed with contour images Cont, which are calculated based on the
initial images Img using the Sobel method. The outputs of the CNN # 2 obtain a one-dimensional
array Ycont with the size of Qy elements, the values of which indicate the probability of recognizing
a certain class (emotion).

The inputs of the CNN #3 are fed with the images Inv, which are calculated by inversion of the
initial images Img. At the outputs of the CNN # 3, a one-dimensional array Yinv with the size of Qy
elements is obtained, the values of which also mean the probability of recognizing a certain
emotion. The outputs Y, Y, and Y., of all CNN of the ensemble are averaged, as a result of which a
one-dimensional array YS with the size of Qv elements is calculated, the values of which mean the
probability of recognizing an emotion (result for the ensemble).
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Figure 2: Schema of an ensemble of convolutional neural networks.

The used CNN contains 6 convolutional layers and 2 output fully connected layers. The
operation of the convolution layers consists in convolving the initial image Img (for the input
layer) or feature maps (for the following layers) with the convolution kernel wec (size M, x N,
elements). A separate convolution kernel is used for each feature map.

Mathematically, the convolution operation for the image Img is described by the formula

M,~1N,~1
Ic(i,k): Z:O Z;J Img(i—m+mc,k—n+nc)-wc(m,n), (1)

where I, k) is the value of the signal element with indices (i, k) after convolution; i = 0, ..., M-1,
k=0, .., N-1; M, N are the height and width of the image (in pixels); mc is the center of the filter
kernel in height; ncis the center of the filter kernel in width.

Sobel contour extraction is performed by width and height. The calculation of horizontal
contours ContX is performed by convolution of the initial image Img with the filter kernel wXS.
Similarly, the calculation of vertical contours ContY is performed by convolution of the initial
image Img with the filter kernel wYS.

The kernels of the horizontal and vertical filters are described by the formulas
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The resulting contours Cont are calculated as the root of the sum of the squares of the
horizontal ContX and vertical ContY contours. After calculating the contours Cont, their
binarization is not performed, which allows us to accurately take into account the contour
intensities for local areas of the image.

The program for FER was developed in Python [20] in the notebook (web shell) Jupyter
Notebook using the Google Colab cloud platform. The structure of the CNN (the number of
convolutional and fully connected layers, the sizes of their filters) was used the same as in the
research [5]. The CNN is first trained on a dataset and then used to recognize emotions in facial
images. The CNN model contains 6 convolutional layers, followed by two fully connected layers
(with ReLU activation). The output layer of the CNN contains 7 neurons, the output of each of
which represents the probability of a certain emotion in the input facial image.

The software implementation of the CNN was performed using the tensorflow and keras
libraries. Adding convolutional layers was performed using the “Conv2D” method, batch
normalization was implemented using the “BatchNormalization” method. Pooling was performed
using the “MaxPooling2D” method, as a result of which the size of the feature maps was reduced by
2 times. Data filtering was performed using the “Dropout” method. Data filtering and batch
normalization methods are used to prevent overtraining and to improve the generalization
capabilities of the CNN model. In the convolutional layers, filters with a size of 3 x 3 elements and
the activation function “relu” were used. The general structure of the CNN is as follows:

Convolutional layer #1, contains 32 filters.
Batch normalization layer #1.
Convolutional layer #2, contains 64 filters.
Batch normalization layer #2.

Pooling layer #1.

Dropout layer #1.

Convolutional layer #3, contains 128 filters.
Batch normalization layer #3.
Convolutional layer #4, contains 128 filters.
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. Dense layer #2, 7 neurons, activation function “softmax”.

During the training of the CNN, iterator objects were used to read images, which read images in
batches (for example, 64 images) and transferred them to the CNN inputs. Due to batch processing,
the CNN training time is significantly reduced. The CNN training was performed using the "Adam"
method, and during the training process, the loss error was minimized by the
"categorical_crossentropy" metric.



Parallelization of calculations during training of the CNN was performed using Graphics
Processing Units (GPU) NVIDIA T4 in Google Colab. Due to parallelization of calculations, the
training time of the CNN was reduced by an order of magnitude. To avoid overtraining of the CNN
and increase the diversity of the dataset, data augmentation was used, which consisted of image
displacements in height and width, mirror reflections of the initial images. Prediction of the

probabilities of the appearance of emotions in facial images at the output of the CNN (vector Y) is
performed using the “predict” method.

4. Experimental results of training convolutional neural networks

The training of the CNN #1-#3 was carried out on the FER-2013 dataset [21], which contains
grayscale images of faces (size M x N = 48 x 48 pixels). The faces in the images occupy almost the
entire space and are centered. The dataset contains 24400 face images, which are divided into a
training dataset (22968 images) and a validation dataset (1432 images) (Fig. 3). The validation
dataset was used to prevent overtraining of the CNN.
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Figure 3: A fragment of the training sample of the FER-2013 dataset, showing an images with the
"happy" emotion.

The training of the CNN was performed for 50 epochs, and the training results were evaluated
by the Loss and Accuracy metrics separately for the training and validation datasets. For the
training sample, the accuracy and loss training parameters were evaluated, and for the validation
sample, the val_accuracy and val_loss parameters were evaluated. Training was performed for all
CNN of the ensemble, namely for CNN #1 (Fig. 4), CNN #2 (Fig. 5), CNN #3 (Fig. 6). The training
time ts for all CNN turned out to be approximately the same. The values of the CNN models were
saved in files, which were subsequently used for FER.
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Figure 4: Graphs of training Loss and Accuracy for CNN #1 (initial input images Img), CNN model
"model_CNN_50_1" was trained, quantity of epochs — 50, in the last epoch the training parameters:
accuracy = 0.6455; loss = 0.9636; val_accuracy = 0.6383; val_loss = 0.9710.
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Figure 5: Graphs of training Loss and Accuracy for CNN #2 (input contour images), CNN model
“model_CNN_50_cont” was trained, quantity of epochs — 50, training parameters in the last epoch:
accuracy = 0.6595; loss = 0.9244; val_accuracy = 0.6508; val_loss = 0.9663.
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Figure 6: Graphs of training Loss and Accuracy for CNN #3 (inverted input images), the CNN
model "model CNN_50_inv_2" was trained, the number of epochs is 50, in the last epoch the
training parameters: accuracy = 0.6528; loss = 0.9337; val_accuracy = 0.6732; val_loss = 0.8981.

According to the val_loss parameter for the validation dataset, the best results were obtained for
CNN #3 (val_loss = 0.8981, Fig. 5), and similar results were obtained for other CNN: val_loss =
0.9710 for CNN #1 and val_loss = 0.9663 for CNN #2. According to the val_accuracy parameter, the
best results were also obtained for CNN #3 (val_accuracy = 0.6732, Fig. 5). The slight advantage in
accuracy for CNN #3 can be explained by the fact that in the inverted images, facial features (in
particular, eyes, nose, mouth) have high brightness (compared to the original images).

In all cases, a decrease in the training error for the training and validation datasets was
obtained. However, with the number of training epochs close to 50, the error for the validation
dataset practically stopped decreasing. Therefore, for more accurate training of the CNN #4 with a
larger number of epochs (70 epochs), the training dataset was expanded by image augmentation.
However, in previous cases, the image shift was performed in the range of 10% of their height and
width, and in this case, the image shift was performed in the range of 15%. As a result the values
accuracy = 0.6716 and loss = 0.8971 were obtained for the training dataset, and val_accuracy =
0.6837 and val_loss = 0.9197 were obtained for the validation dataset. Compared with the previous
models of the CNN #1-#3, a slight improvement was obtained for the val_accuracy parameter for
model #4. Therefore, to obtain higher accuracy of CNN training, it is necessary to obtain
augmented images not only by shifting the initial images, but also by rotating them, changing their
brightness and contrast.



5. Results of facial emotion recognition

Using the developed ensemble of CNN #1-#3, facial emotion recognition was performed on images
of the validation dataset. In most cases, emotions were recognized correctly and reliably for all
CNN. However, in some cases, CNN recognized several emotions simultaneously (Fig. 7-Fig.10).
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Figure 7: Results of emotion recognition on the initial face image for CNN #1.
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Figure 8: Results of emotion recognition on the image of facial contours for CNN #2.
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Figure 9: Results of emotion recognition on an inverted face image of CNN #3.
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Figure 10: Results of emotion recognition on facial images by the ensemble of CNN #1-#3.

For example, for an image with the correct emotion “happy”, CNN #1 (Fig. 7) and CNN #3 (Fig.
9) recognized two emotions with almost the same probability. However, CNN #2, which analyzed
the contours of the image, in this case gave more accurate emotion recognition results (Fig. 8).
Accordingly, more accurate facial emotion recognition results were obtained by the CNN ensemble,
which averages the results of CNN #1-#3 (Fig. 10). In Fig. 7-Fig. 10, the left part shows the CNN
outputs (which mean the probabilities of recognizing certain emotions) for the image shown in the
right part of the figures. Each figure shows the class number cl for the recognized emotion and its
name.

In another case of a difficult-to-analyze image, the CNN #1 (Fig. 11), CNN #2 (Fig. 12) and CNN
#3 (Fig. 13) correctly identified the main emotion in the face image, but recognized other emotions.
Therefore, the most accurate emotion recognition in this case was performed by the CNN ensemble
(Fig. 14), since by averaging the CNN output vectors Y, Ycont and Yinv, the probability of a
correctly recognized emotion is high, and the probability of recognizing other emotions has
decreased. This is explained by the fact that for a correctly recognized emotion, all CNN determine
approximately the same values of the probability of recognition, and for other emotions, different
CNN determine different probabilities (which are largely mutually compensated).
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Figure 11: Results of emotion recognition on the initial face image for CNN #1.
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Figure 12: Results of emotion recognition on the image of facial contours for CNN #2.
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Figure 13: Results of emotion recognition on an inverted face image for CNN #3.
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Figure 14: Results of emotion recognition on facial images by the ensemble of CNN #1-#3.



6. Discussion

In order to correctly compare the results when training the ensemble of CNN #1-#3, the same
parameters were used as in the research [5]. In comparison with the CNN analogue (Fig. 15),
similar results were obtained for the developed CNN #1 in terms of the val_loss and val_accuracy
parameters (Fig. 4). However, when using the CNN ensemble, the recognition results are averaged,
which allows for more accurate recognition of emotions in the image even when using CNN with
the same structure. The effectiveness of the use of the CNN ensemble is explained by the fact that
each of its CNN analyzes different image characteristics: CNN #1 analyzes the spatial distribution
of brightness of the initial image, CNN #2 processes the contour image (analyzes areas of the image
with a sharp change in brightness), and CNN #3 processes inverted images (analyzes
predominantly facial features, which in the initial image have predominantly low brightness).
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Figure 15: Graphs of the training Loss and Accuracy for the CNN-analogue [5], in the last epoch
the training parameters: loss = 0.7126; accuracy = 0.7364; val_loss = 0.9681; val_accuracy = 0.6697.

The developed ensemble of CNN can operate on the basis of a computer or microcomputer
hardware platform (e.g., Raspberry Pi), which is especially important in mobile and embedded
systems. In the future, the training and validation datasets can be expanded by augmentation
(image displacements in height and width, mirror images, changes in brightness and contrast) and
the quantity of training epochs can be increased, which will significantly reduce the errors for both
the training and validation datasets. The proposed approach to increasing the accuracy of facial
emotion recognition by building an ensemble of CNN makes it possible to reduce emotion
detection errors not only for the considered CNN with a relatively simple structure, but also for
more complex architectures of artificial neural networks.

For example, the use of specialized neural network architectures (FERNet, EmotionNet), which
are designed for recognizing emotions in images, is promising. For example, FERNet (facial
emotion recognition neural networks) [22] allow for accurate identification of emotions in images
even in the case of partial overlap of the face with other objects. However, the accuracy of the
functioning of FERNet neural networks largely depends on the training conditions, in particular, on
the used dataset and image augmentation. FERNet is often used in combination with other neural
networks that perform face or other object detection in images [23].

It is also promising to use other image datasets (e.g., FER-2023 and “facial_expressions”) for
training the CNN, in addition to FER-2013. The use of FER-2023 will increase the diversity of the
training samples, and the “facial_expressions” dataset contains images with higher resolution. The
use of such datasets will potentially increase the training time, but will allow achieving higher
accuracy of emotion recognition due to better images detail. The use of facial emotion recognition
systems can be effectively complemented by voice recognition systems [7]. Recognized facial
emotions are used, in particular, to correct the operation of educational systems.



7. Conclusion

A method has been developed to improve the accuracy of facial emotion recognition, which
consists in using an ensemble of three convolutional neural networks. The same structure for all
CNN of the ensemble is used, but each CNN receives different input signals. The inputs of CNN #1
are fed with the initial image, the inputs of CNN #2 are fed with the contour image, and the inputs
of CNN #3 are fed with the inverted initial image. The image contours are extracted using the Sobel
method. At the outputs of the CNN, arrays of values are obtained that indicate the probability of
recognizing a certain emotion on the face. The developed CNN are designed to recognize seven
emotions: Angry, Disgust, Fear, Happy, Neutral, Sad, Surprise. The resulting values of the
probability of recognizing emotions are calculated by averaging the outputs of all the CNN of the
ensemble. The used convolutional neural networks contain 6 convolutional layers and 2 output
fully connected layers. The software for facial emotion recognition was developed in Python in the
notebook (web shell) Jupyter Notebook using the Google Colab cloud platform and using
tensorflow and keras libraries.

In the process of training the CNN, parallelization of calculations was performed using Graphics
Processing Units (GPU) NVIDIA T4, which allowed to reduce the CNN training time by an order of
magnitude. To avoid overtraining the CNN, image augmentation was used. The training of the
CNN was carried out on the FER-2013 dataset (dataset for facial emotion recognition), which
contains grayscale images of 24400 faces and is divided into training dataset (22968 images) and
validation dataset (1432 images). Emotion recognition on images of the validation dataset showed
that the recognition error by the ensemble of convolutional neural networks is smaller compared to
recognition by individual CNN.

The novelty of the work is the use of an ensemble of three CNN that process the initial images,
their contours and inverted images, which allows to increase the accuracy of facial emotion
recognition. The developed ensemble of CNN and software can be practically used, in particular, in
e-learning systems for correcting the educational process depending on the emotional state of
students. The proposed ensemble of convolutional neural networks can be improved by using CNN
with a more complex structure and by increasing the dataset augmentation during training, which
potentially allows increasing the accuracy of facial emotion recognition.
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