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Abstract
The article  considers  a  forecasting  information  system based  on  machine  learning  methods  for  fuel  
monitoring.  The  system  solves  the  following  monitoring  tasks:  data  analysis  and  evaluation,  model  
building  and  forecasting  values  or  decision-making.  The  system  is  developed  based  on  information 
technologies  for  fuel  monitoring.  The  information  system  consists  of  the  following  subsystems: 
information  collection  and  storage  subsystem,  data  preparation  subsystem,  data  analysis  and 
pre-processing subsystem, modeling subsystem and forecasting subsystem. An important place in the 
modeling and forecasting subsystems is occupied by modules for assessing the quality of models and 
forecast  values  based  on  quality  metrics.  In  the  forecasting  subsystem,  in  particular,  the  forecasting 
module based on basic alternative models has a forecast value combination module, which implements  
seven different methods for combining forecast values. In most cases, combination helps to improve the  
quality of forecasts. The experimental part of the study considers the problem of predicting the volumes  
of possible filling of storage systems with fuel based on a report on regular data collection on the level  
and amount of fuel in the tanks on the ship. The following machine learning methods were used for 
forecasting: exponential smoothing, regression neural network models and Bayesian structural time series 
models. The quality assessment of the obtained forecast values was carried out using the following quality 
metrics: MAE, MSE, RMSE. The information system makes it possible to obtain high-quality forecasts of  
the amount of fuel for tanks of various types, as well as generalized indicators.
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1. Introduction

The development of modern technologies for managing complex technical objects and systems has 
given rise to specialized observation methods and analysis methods that constantly collect, process 
and evaluate information and data about the state of the object and the system as a whole. This 
process is called monitoring.

Monitoring is a system of constant assessment and forecasting of changes in the state of any 
technical,  natural,  social  and other  objects  in  other  industries  based on constant  observations.  
Within the framework of the observation system, control over the object, assessment of the state of 
the object and management of the object depending on the influence of certain factors take place. 
Monitoring is formally defined as a systematic process of collecting and analyzing information 
about  a  certain  object,  phenomenon  or  process  in  order  to  track  changes,  control  and  make 
informed decisions based on the information collected.

Monitoring can occur in real time or periodically, allowing to assess the dynamics of changes 
and certain trends. The main function of monitoring is to control the execution of the process, 
measure performance indicators and the reaction of the process to the changes made. Monitoring 
of technical objects and systems is carried out by monitoring systems.
⋆AIT&AIS’2025:  International Scientific Workshop on Applied Information Technologies and Artificial Intelligence Systems, 
December 18–19 2025, Chernivtsi, Ukraine
1∗ Corresponding author.
† These authors contributed equally.

 alex.gozhyj@gmail.com (A.  Gozhyj);  irina.kalinina1612@gmail.com (I.  Kalinina);  shyiansi@gmail.com (S.  Shiyan); 
gozhyi.v@gmail.com (V. Gozhyi); ainura.alibek@gmail.com (A. Ormanbekova)

 0000-0002-3517-580X (A.  Gozhyj);  0000-0001-8359-2045 (I.  Kalinina);  0000-0001-9255-9511 (S.  Shiyan); 
0000−0002−5341−0973 (V. Gozhyi); 0000-0001-8663-006X (A. Ormanbekova)

© 2025 Copyright for this paper by its authors. Use permitted under Creative Commons License Attribution 4.0 International (CC BY 4.0). 

CEUR
Workshop
Proceedings

ceur-ws.org
ISSN 1613-0073

published 2026-02-07

mailto:ainura.alibek@gmail.com
mailto:gozhyi.v@gmail.com
mailto:shyiansi@gmail.com
mailto:irina.kalinina1612@gmail.com
mailto:alex.gozhyj@gmail.com


Monitoring  systems  are  complex  observation  and  analysis  systems  that  constantly  collect,  
process and evaluate information and data on the state and parameters of an object or system (for 
example,  the  state  of  equipment,  the  state  of  the  environment,  etc.)  to  control  and  predict  
parameters, detect deviations from the norm and make timely decisions.

The main functions of monitoring systems:

1. Observation  –  the  continuous  collection of  data  about  the  performance of  a  system or 
facility.

2. Information  collection  and  processing  –  automated  collection  and  initial  processing  of 
information.

3. Data analysis – evaluation of collected data to identify trends, anomalies, or deviations from 
specified parameters.

4. Storage – accumulation of information for further analysis and reporting.
5. Forecasting – prediction of possible future states based on data analysis.
6. Response:  – providing information for timely decision-making or automatic response to 

problems.

Fuel system monitoring is the process of tracking and managing fuel levels and consumption 
using technology to improve operational efficiency, reduce emissions and waste, and prevent fraud 
and abuse. Accurate and continuous fuel level monitoring is a major challenge for many businesses  
where effective fuel management is essential. While traditional methods such as manual checks 
and float-based systems may seem simple, they often fall short of the accuracy, reliability, and 
efficiency requirements. Decision-making and effective fuel management are complicated by the 
inability  of  these  methods  to  provide  real-time  data,  the  requirement  for  constant  manual 
monitoring, and the susceptibility to error.

Modern fuel system monitoring systems are built on the basis of embedded systems that use 
sensors and a common bus (e.g.:  CAN) for data transmission,  or by external fuel  management 
systems that combine GPS tracking with fuel level sensors, flow meters, and software [1–3]. In a 
broader sense, this also includes on-board monitoring systems that check air-fuel ratios and detect 
malfunctions in fuel storage systems and engine fuel and lubrication systems.

But existing fuel monitoring methods have certain limitations. Many traditional approaches are  
based on static standards calculated based on averaged conditions, which makes them ineffective 
for  accurately  assessing  efficiency  in  real,  dynamically  changing  operating  conditions.  Even 
modern  telemetry  systems  that  collect  large  amounts  of  data  mostly  perform the  function  of 
registration and basic reporting, but do not provide tools for in-depth analysis of the causes of 
costs. This increases the risk of financial losses due to technical malfunctions, inefficient operation 
or unauthorized actions.

The purpose of  this  work is  to study machine learning methods in solving the problem of  
monitoring ship fuel  systems.  Increasing the efficiency of  fuel  use by developing a forecasting 
information system for solving monitoring problems based on machine learning methods. 

2. Related works

Analysis of literature sources that highlight the problems of monitoring fuel systems shows that 
the  main trend in  creating  modern monitoring  systems is  the  use  of  innovative  technological  
solutions in hardware and machine learning technologies in the data processing process in order to  
increase the accuracy of monitoring and increase the efficiency of decision-making when managing 
the fuel system. Fuel monitoring management is a critical technology, where fuel level monitoring 
systems are key, so the industry is increasingly looking for automated and remote solutions for  
monitoring and controlling fuel storage systems.

Current monitoring technologies are wireless fuel monitoring systems. In [4],  a project of a 
monitoring system is considered, in which, in order to maximize the efficient use of diesel fuel and 



simplify timely refueling in remote locations,  the Web Socket protocol is  used to connect fuel 
sensors and a mobile application in real time. Thanks to the use of Wi-Fi networks, customers can  
receive information about consumption, monitor the current level of diesel fuel in different tanks 
and log in to the mobile application, which has a simple interface. Diesel fuel levels are displayed 
as a percentage converted to voltage readings, and the system sends notifications when levels fall 
below set limits. A reliable and seamless diesel fuel level monitoring solution is made possible by 
integrating an ESP32 microcontroller, Web Socket connectivity, and a capacities fuel level sensor.  
This cutting-edge technology is based on the basic idea of capacitance. By carefully measuring and 
electrically converting the change in capacitance to a corresponding level number, very accurate 
statistics about the amount and condition of fuel in the tank are provided in real time. This project 
advances the field of remote monitoring systems by offering a robust and scalable method for  
monitoring diesel fuel levels in a variety of applications.

In  [5],  the  design  and  implementation  of  a  high-precision  monitoring  system  based  on 
capacitive  sensors  is  investigated.  The system is  reliable  and  economical.  The  project  aims to 
eliminate the shortcomings of traditional methods and set a new standard for efficient and reliable 
fuel  management by carefully selecting sensors,  developing sophisticated electronic circuits for 
accurate  measurement,  implementing  sophisticated  software  for  signal  processing  and  level 
conversion, and creating an intuitive user interface for real-time data visualisation.

In [6], a project was proposed that used intelligent devices to automate fuel level measurement, 
for more precise control and to guarantee accurate gasoline supply at gas stations. The system uses 
GSM modules and intelligent fuel sensors. The system has an alarm system that is triggered when  
the  gasoline  level  changes  abnormally,  possibly  indicating  theft  or  anomalies  in  the  fuel 
consumption network. This concept can be used for various types of vehicles.

The work proposes a system [7] to create a fuel level monitoring system that combines the  
configuration  of  the  Aplicom 12  GSM module  with  the  developed  sensor.  This  allows you to 
transmit control signals from a mobile device for remote fuel monitoring. The work corresponds to 
previously  published  studies  of  control  systems  based  on  mobile  phones,  integration  of  GSM 
modules and fuel  level  monitoring.  The work [8] describes a project  that  proposes to use IoT  
technology  to  solve  the  problem  of  fuel  monitoring.  The  hardware  features  of  the  project 
implementation are presented in detail. The project is implemented on the Arduino platform.

The issue of fuel economy for maritime transport is also relevant. The maritime sector also 
depends on oil prices, like all other industrial sectors. Fuel costs for the maritime industry are the 
most important expense item. Since the dominant type of fuel in maritime transport is hydrocarbon 
fuels.

Effective monitoring of fuel use allows you to reduce total emissions of harmful gases into the 
atmosphere by at least 20%. Therefore, research aimed at reducing emissions from ship operations  
through  the  implementation  of  innovative  steps,  as  well  as  high  fuel  prices,  is  particularly 
important. Ship fuel consumption is monitored by daily midday reports during the voyage, as well 
as by companies that perform this service on behalf of shipping agencies. for these reasons [9], 
[10]. Therefore, the maritime industry focuses on fuel efficiency through methods such as waste 
heat recovery, loading optimization, maintenance and efficient hull design [11–13]. In addition to 
all these methods, fuel consumption prediction is used as part of monitoring activities, which is 
also important for optimizing ship operating conditions.

Estimates of fuel consumption on ships are difficult to process due to the varying operational  
and environmental conditions, as well as the operation of power and propulsion systems [14–17]. 
Over the past decade, various fuel economy methods have been proposed to predict the energy 
efficiency of ships [18–21]. One of these methods examined actual data from reports related to fuel 
consumption and attempted to predict consumption [22, 23]. Fuel consumption was also estimated 
based on weather  forecasts  for  the  ships’  sailing  route  [24–26]  using Automatic  Identification 
System (AIS) [27–29]. Although there are many studies on this topic, usually internal and external 
factors such as environmental conditions, wind, waves, currents, main engine speed, ship speed, 
etc. are neglected.



The use of machine learning methods allows for significant improvements in efficiency[30–33]. 
For example, the multiple linear regression method can be used to find the relationship between 
several variables mentioned above. This method has proven its success through its use in various 
forecasting  applications.  For  example,  multiple  linear  regression  can  be  used  to  find  the 
relationship between variables and, especially, to estimate energy consumption [34–36].

In these works, actual voyage data obtained from a ship were investigated and internal and 
external factors affecting the ship’s fuel consumption were analyzed. To understand the influence 
of these elements on the ship’s fuel consumption during the voyage, a midday report was used.  
Then, the data was divided into two parts as training and test data. In the next step, the data was 
calculated  using  the  multiple  linear  regression  method.  Based  on  these  calculation  data,  an 
estimation and forecasting method for efficient fuel use was developed.

3. Models and methods

3.1. Main aspects of building information technology to solve monitoring tasks

When building information technology to solve fuel monitoring tasks in storage systems, the main 
aspects  of  information  processing  were  highlighted.  The  main  procedures  for  processing  and 
managing information are based on systems analysis methods [37–39].  A systems approach to 
applied monitoring tasks is used in the process of determining goals at each stage of information 
processing. The following aspects of building information technology to solve monitoring tasks are 
highlighted:

1. Observation,  measurement and storage of  fuel  material  (FM) parameters  for  monitoring 
tasks.

2. Analysis and assessment of data quality for monitoring tasks.
3. Formation of data sets.
4. Preparation and pre-processing of data for monitoring information systems.
5. Definition and construction of model structures for solving forecasting tasks in monitoring 

systems.
6. Analysis and construction of mathematical models for machine learning procedures when 

solving problems of predicting FM parameters.
7. Assessment of the quality of model and forecast solutions.
8. Improving the quality and efficiency of forecast solutions through modern approaches.
9. Multi-criteria evaluation when building forecast models and final forecasts at the stage of  

their creation and in the process of implementation.
10. Creation of an information and analytical system for solving the problem of FM monitoring.

Fig.  1  presents  the developed structure  of  information processing when solving monitoring 
tasks. As can be seen from the figure, information for further analysis and processing is tracked,  
accumulated and stored by analysts and operators.

To process information, probabilistic-statistical methods of data analysis and pre-processing are 
used. This stage is carried out using the appropriate group of methods. At the next stage, predictive 
models are built using modeling methods. Next, the structure of predictive solutions is determined 
and the corresponding forecasts are built. This is carried out using forecasting methods. Thus, to 
solve monitoring tasks, it is necessary to use the following groups of methods [39–41]:

1. Methods and technologies for monitoring and measuring FM parameters.
2. Methods for preparing, analyzing and pre-processing data for FM monitoring systems.
3. Modeling methods for FM monitoring systems.
4. Methods for forecasting and decision-making for FM monitoring systems.
5. Methods for assessing the quality of monitoring.



Figure 1: Structure of information processing when solving the monitoring task.

3.2. Information technology for monitoring fuel in storage systems

Information technology for monitoring FM is built on the basis of a system approach and combines 
groups of methods and methodological approaches, which are grouped by functional purpose [39], 
[42]. The structural model of information technology for monitoring FM is presented in Fig. 2.

Figure 2: Structural model of information technology for monitoring fuel and oil products.



Information technology combines the following groups of methods: methods and technologies 
for  monitoring  and  measuring  FM  parameters,  methods  for  preparing,  analyzing  and  pre-
processing  data  for  FM  monitoring  systems,  modeling  methods  for  FM  monitoring  systems, 
methods for assessing the quality of monitoring, methods for forecasting and decision-making for 
FM monitoring systems.

Methods  and  technologies  for  monitoring  and  measuring  FM  parameters  combine  ultrasonic 
monitoring  technologies  (ultrasonic  sensors);  monitoring  technologies  based  on  pressure 
differences (pressure sensors);  radio frequency methods;  radiometric methods and technologies; 
analogue  methods  and  technologies;  capacitive  methods  and  technologies  (capacitive  sensors); 
technologies  based  on  CAN  buses  (for  road  transport);  monitoring  methods  based  on  IoT 
technologies.

Methods  for  preparing,  analysing  and  pre-processing  data  combine  methods  for  forming and 
generating data; methods for processing gaps in data; methods for identifying process nonlinearity 
and determining its  type;  methods for identifying process non-stationarity and determining its 
type;  methods for  overcoming process  non-stationarity;  methods for  analysing autocorrelation; 
methods for normalising data.

Modeling methods for FM monitoring systems combine simulation modeling methods (temporal, 
stochastic,  color,  hierarchical  Petri  nets)  and  analytical  modeling  methods  (statistical  models,  
probabilistic  models,  neural  network  models,  exponential  smoothing  models,  heteroscedastic 
process models).

Monitoring quality assessment methods  combine methods for assessing the quality of models 
based on  appropriate  metrics,  methods  for  assessing  the  quality  of  forecasts  based  on  quality 
metrics.

Forecasting  and  decision-making  methods  for  FM  monitoring  systems combine  forecasting 
methods based on basic models; methods for constructing combined forecasts (simple averaging 
method, median method, minimum variance method, inverse rank method, regression methods); 
forecasting  methods  based  on  ensemble  models  (homogeneous  and  heterogeneous);  decision-
making methods (quantitative, qualitative).

The result  of  using methods and methodological  approaches  of  information technology for 
monitoring FM is a set of methods for the information system for monitoring FM.

3.3. Development of an information and analytical system for fuel monitoring

To solve the problems of FM monitoring in storage systems based on the information technology  
presented in Fig. 2, the structure of the FM monitoring information and analytical system (Fig. 3)  
has been developed. The structure of the monitoring system is presented at the subsystem level.  
Information  on  monitoring  FM parameters  is  stored  in  the  information collection and storage 
subsystem. The monitoring process begins with this subsystem, which combines the functions of 
observation, analysis, forecasting, evaluation and development of recommendations for decision-
making. The data preparation subsystem is formed from two modules: a module for forming a data 
set from stored information and a module for forming and generating time series. The prepared 
data set is transferred to the data analysis and pre-processing subsystem. This subsystem includes 
four modules: a module for detecting and processing data gaps, an autocorrelation analysis module,  
a module for identifying nonlinearity and its types, and a module for identifying non-stationarity 
and its types. The prepared data are then used in the modelling subsystem [39, 40, 42].

The modeling process begins with the procedure of dividing the data set into two samples: 
training and test. These samples are used in the modules for developing basic forecast models and 
in the module for assessing the quality of these models. The best forecast models are used by the 
forecasting  subsystem.  First,  forecasts  are  formed based  on  the  basic  models.  Then,  using  the 
module for assessing the quality of forecast values, the forecasts are evaluated to select the best 
ones.  But the module for combining forecast values allows using seven methods of combining 
forecast values based on the basic models to obtain improved forecasts.



Figure 3: Structure of the information and analytical system for fuel monitoring.

The module for assessing the quality of forecast values allows confirming the improvement of 
forecasts after combining. Using the residuals assessment module, residuals are diagnosed for the 
models selected for forecasting. As a result of the operation of the monitoring information system,  
the analyst is provided with the results of forecasting for the best models to select the final forecast  
for the selected horizon value.

4. Experimental part

4.1. Data preparation

The  first  stage  of  monitoring  is  the  process  of  data  preparation.  The  source  of  data  in  the  
experimental part of the work was real ship logs, which were formed on the basis of reports on the 
provision  of  fuel  and  lubricants  to  service  companies.  An  example  of  one  of  such  reports  is 
presented in Fig. 4.



Figure  4: Fragment of the report on regular data collection on the level and quantity of fuel in  
tanks as of 07/01/2024.

Reports  of  regular  data  collection  on the  level  and  quantity  of  fuel  in  tanks  provide  daily 
information on the filling level of five types of diesel fuel tanks and four types of fuel oil tanks. For  
each tank, the maximum fuel filling value is provided, which is equal to 85% of the tank capacity. 
The set of reports corresponds to the observation period from 01.07.2024 to 01.11.2024. 

To  implement  the  data  preparation  subsystem  of  the  monitoring  information  system,  a 
flowchart was developed, which is shown in Figure 5. According to the structure of the information 
system, two modules are presented in the flowchart: a module for forming a data set and a module 
for  forming and generating time series.  To form the  initial  data  set,  data  on filling tanks  are 
converted into daily data on the amount of fuel for refueling and summarized in a *.xlsx file. The 
data is collected in a table in which each observation is uniquely identified by a timestamp (date) 
and a grouping variable (type). Fig. 6 visualizes a dataset that represents a multidimensional time 
series. 

4.2. Data analysis and pre-processing

According to the algorithm (Fig. 5), the information system allows you to build models and predict 
the volumes of possible fuel filling for any tank, as well as predict the total indicators for tanks that 
correspond to one type of fuel (diesel fuel or fuel oil). The work of the subsystem of analysis and  
pre-processing of data is presented on the example of preparing data on the capacity of a tank with  
diesel  fuel  for refueling.  As a result  of checking,  no missing values were found in the dataset 
diesel_oil_tank_1. The result of the decomposition of the time series corresponding to the amount 
of diesel fuel for refueling in tank No. 1 is presented in Figure 7.

STL decomposition  shows  that  the  general  trend  exhibits  a  gradual  decline,  and  the  trend 
component together with random factors forms the general variance of the data. Seasonality varies 
noticeably in time, which is repeated every week, but the variance of the seasonality values is quite 
low. Autocorrelation analysis of the data revealed a moderate relationship between the values of 
the time series at all nine shifts. The magnitude of the relationship is significantly greater for the 
first  1-3 shifts,  then the degree of  relationship gradually decreases.  The degree of  relationship 
between the time series and its shifted copies was quantitatively analyzed using ACF and PACF 
plots.  ACF  values  gradually  decrease  with  increasing  lag,  but  the  decay  occurs  slowly.  This 
indicates the presence of a trend in the time series. It can be linear, quadratic or other type of trend.  



There are slight weekly fluctuations that indicate the presence of a seasonal component of the 
series.  At  the  first  lag,  the  PACF has  a  high value  (0,978),  and  at  subsequent  lags  the  values 
decrease and fluctuate around zero. Since the PACF has a significant value only at the first lag, this  
confirms that AR(1) can be a good model to describe the process. Statistical tests for the presence of 
autocorrelation (Durbin-Watson and Broisch-Godfrey tests) confirmed its existence.

Figure 5: Flowchart of the data preparation subsystem.

Figure 6: Dynamics of the amount of fuel for refuelling in the ninth tanks.



Figure 7: The result of the decomposition of the time series corresponding to the amount of diesel  
fuel for refuelling in tank No. 1.

In addition to the visual analysis, statistical tests confirmed the presence of nonlinearity in the  
process under study. The Dickey-Fuller tests, KPSS and Phillips-Perron unit root tests confirmed 
the presence of non-stationarity.

4.3. Modeling and forecasting

The dataset prepared for modeling was divided in a ratio of 80:20. Thus, 99 observations were 
selected as a training sample, which is prepared for training models and analyzing their adequacy. 
And 25 observations were left as a test sample,  intended for checking the quality of  the basic 
predictive models. This approach allows you to avoid overtraining when the model shows high 
results on training data, but works poorly on new, unknown data.

ARIMA/SARIMA models, exponential smoothing models, regression neural network models and 
Bayesian structural time series models were considered as the main forecasting models. For each 
model, the structure was selected and the parameters were found at which the models had the best  
prediction  quality  indicators  on  the  test  dataset.  A  graphical  representation  of  the  results  of 
modeling and forecasting using basic predictive models is presented in Figure 7. For each model, 
the graphs demonstrate the forecasting of only the test part of the time series. Table 3 presents the 
values of the forecast quality metrics after training and testing each of the basic predictive models.

Figure 8: Graphs of actual volumes of possible diesel fuel refuelling for tank No. 1 and forecasts 
using the best forecasting models.



Table 1
Table of forecast quality assessments for the test sample based on the best models

№ Type of model MSE RMSE MAE

1 BSTS model (Local level + trend + weekly seasonality) 1,3343 1,1551 1,0594

2 Exponential smoothing model (Holt model) 1,5666 1,2517 0,9637

3 ARIMA (0,1,4)(1,0,0)[7] 3,5024 1,8715 1,6171

4 NNAR (25,25,k)[7], Max_it=1500 11,4945 3,3904 2,8733

The best indicators of quality metrics were obtained by BSTS models, this can be seen visually 
in Fig. 8 and Table 1. But due to the complexity of the process under study, there was a need to use  
approaches to improve the quality of forecasts. Therefore, 7 methods of combining forecast values  
were used: the method of simple averaging, the median method, the method of minimum variance,  
the inverse rank method, the method of constructing a regression model with coefficients selected 
by the  least  squares  method,  the  method of  constructing  a  regression model  with  coefficients 
selected by the least absolute deviation method and the method of combining several regression 
models. Table 2 presents the values of the quality metrics of forecasts after combining the forecast  
values of the basic predictive models.

As a result of comparing the forecast quality metrics from Tables 1 and 2, it can be seen that  
three of the seven combination methods demonstrate an improvement in forecast quality compared 
to the results of the BSTS model.  These are the results of using the inverse rank method, the 
method of using a regression model with coefficients selected by the method of  least  absolute 
deviation, and the method of combining multiple regression models.

The  residual  plot  and  diagnostic  testing  based  on  the  forecast  combination  model  further 
confirm the quality of the model because the model is tested for autocorrelation in the residuals  
using the Box-Ljung test  and heteroscedasticity.  The normality  of  the residuals  distribution is 
confirmed using the Shapiro-Wilk test.

Table 2
Estimates of forecast accuracy by combining forecast values for the best baseline models

№
Conventional designation of models for 

combining forecast values
MSE RMSE MAE

1 Simple averaging model 4,4347 2,1059 1,7710

2 Median model 3,3955 1,8427 0,9637

3 Minimum Variance Method Model 2,4205 1,5558 1,6171

4 Inverse rank method model 0,8535 0,9238 0,6858

5 Regression model with coefficients fitted by 
the least square’s method

3,0357 1,7423 1,4338

6 Regression model with coefficients selected 
by the least absolute deviation method

0,7938 0,8910 0,7434

7 Model based on a combination of multiple 
regression models

0,8250 0,9083 0,7858



The described procedures are used to predict the possible filling volumes of other tanks in the 
ship's fuel storage system. The prediction is carried out for each tank based on the results of its  
monitoring.

4.4. Obtaining forecasts for aggregated indicators

To increase the efficiency of tank operation in fuel storage systems, an assessment of fuel needs is  
used based on aggregated indicators, separately by fuel type (diesel fuel and fuel oil). Figures 9,10 
shows the dynamics of diesel fuel needs a) and fuel oil b) for four months.

Figure 9: Schedule of possible fueling volumes for all diesel fuel tanks.

Based on the  structure  of  the  information  system (Fig.  3),  an  analysis  of  these  aggregated 
processes was conducted and the appropriate parameters were selected for four basic forecasting 
models (ARIMA/SARIMA model, exponential smoothing model, regression neural network model 
and BSTS model). The models were tested on training and test samples.

Figure 11 graphically presents the test sample of data on aggregated indicators for diesel fuel 
and the best of the basic forecasting models were determined. Table 3 presents the values of quality 
metrics  for  the  basic  forecasting  models  on  the  test  sample.  The  best  forecasting  result  is 
demonstrated by the neural network model. To improve the forecasting results, a combination of 
forecasts obtained on the basis of basic models was used.

Figure 10: Schedule of possible fuel filling volumes for all fuel oil tanks.



Figure 11: Graphs of actual possible refuelling volumes for all diesel tanks and forecasts using the 
best forecasting models.

Table 3
Table of forecast quality scores by aggregated indicators for the test sample based on the best 
models

№ Type of model MSE RMSE MAE

1 BSTS model (Local level) 1485,9090 38,5475 36,6398

2 Exponential smoothing model (Holt model) 1153,0901 33,9572 32,5421

3 ARIMA (0,0,1) 811,6551 28,4896 26,7587

4 NNAR (25,25,k), Max_it=1500 313,1018 17,6947 15,1968

Table  4  shows the quality  indicators  of  forecasts  for  seven combination methods.  The best 
results were obtained when using the inverse rank method,  the method based on a regression 
model with coefficients selected by the method of the least absolute deviation and the method of  
combining regression models.

Table 4
Table of forecast quality scores by aggregated indicators for the test sample based on the best 
models

№
Conventional designation of models for 

combining forecast values
MSE RMSE MAE

1 Simple averaging model 867,3234 29,4504 27,7843

2 Median model 973,4324 31,1999 29,6473

3 Minimum Variance Method Model 591,2766 24,3161 22,5245

4 Inverse rank method model 0,7899 0,8837 0,5073

5 Regression model with coefficients fitted by 
the least square’s method

628,8077 25,0760 23,3200

6 Regression model with coefficients selected 
by the least absolute deviation method

0,6268 0,7917 0,6194

7 Model based on a combination of multiple 
regression models

1,9797 1, 4070 1,1513



Figure 12 graphically presents a test sample of data on aggregated indicators for fuel oil and 
identifies the best  of  the basic  forecasting models.  The values of  quality  metrics  for  the basic 
models for predicting the volumes of possible fuel oil filling of ship tanks are presented in Table 5 
for the test  sample.  The best  forecasting result  is  demonstrated by the exponential  smoothing 
model. Table 6 presents the quality metrics of forecasts after using seven methods of combining 
forecast values. In three out of seven cases, an improvement in forecast quality indicators was 
obtained.

Figure 12: Graphs of actual possible refuelling volumes for all fuel oil tanks and forecasts using the 
best forecasting models.

Table 5
Table of forecast quality scores by aggregated indicators for the test sample based on the best 
models

№ Type of model MSE RMSE MAE

1 BSTS model (Local level + trend) 683,4274 26,1424 23,3809

2 Exponential smoothing model (Holt model) 121,5666 12,9411 10,5336

3 ARIMA (1,1,0)(1,0,0)[7] 2472,6278 206,0889 205,8184

4 NNAR (50,50,k)[7], Max_it=5000 283,0057 16,8228 16,3297

Table 6
Forecast accuracy estimates by combining forecast values by aggregated indicators for the best 
baseline models

№
Conventional designation of models for 

combining forecast values
MSE RMSE MAE

1 Simple averaging model 26012,9583 161,2853 160,8564

2 Median model 43675,2339 208,9862 208,7071

3 Minimum Variance Method Model 372,93047 19,3114 18,8372

4 Inverse rank method model 14,3240 3,7847 2,0151

5 Regression model with coefficients fitted by 
the least square’s method

13159,0772 114,7130 114,0835

6 Regression model with coefficients selected 
by the least absolute deviation method

13,2489 3,6399 2,3423

7 Model based on a combination of multiple 
regression models

15,9962 3,9995 2,7117



As a result of the operation of the information system, it is possible to qualitatively determine 
the volumes of possible filling of tanks in the fuel storage system on board the vessel.

5. Conclusions

The article considers forecasting based on machine learning methods for shipboard fuel monitoring 
systems. Monitoring tasks were solved on the basis of information technology monitoring in the 
information system. The information system consists  of  the following subsystems:  information 
collection and storage subsystem,  data  preparation subsystem,  data  analysis  and preprocessing 
subsystem, modelling subsystem and forecasting subsystem. The following monitoring tasks were 
solved with the help of the system: data analysis and evaluation, model building and forecasting 
values for decision-making. In the forecasting subsystem of the information system, a module for 
building forecasts based on basic alternative models was implemented. The following models were 
used as  basic  ones:  ARIMA/SARIMA models,  exponential  smoothing models,  regression neural 
network models and Bayesian structural time series models. The quality assessment of the obtained 
forecast values was carried out using the following quality metrics: MAE, MSE, RMSE.

In the experimental part, the task of predicting the volume of possible fuel filling of tanks in the 
ship's storage systems was considered. The data source was reports on the level and amount of fuel  
in  the  tanks  on  the  ship.  The  developed  information  system  allowed  obtaining  high-quality 
forecasts for each of the tanks on the ship and forecast values for aggregated indicators based on 
different types of fuel. As a result of the experiment, it was proven that when using three methods 
of combining forecasts (the inverse rank method, the method of constructing a regression model 
with coefficients selected by the method of least absolute deviation and the method of combining 
several  regression models),  the quality of  forecasts was improved. The monitoring information 
system allows obtaining high-quality forecasts of the amount of fuel on board for tanks of various 
types.
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