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Abstract
A computational approach has been developed to analyze the behavior of generative image models when 
processing user visual data containing intellectual property and personal data. The study aims to identify  
discrepancies between formally declared platform policies and the actual technical behavior of artificial  
intelligence models.  The methods used include experimental  modeling of  image generation,  semantic 
similarity analysis based on CLIP (ViT-B/32) embeddings, cosine similarity metrics, multivariate statistical  
analysis,  and principal  component analysis to assess the normative parameters of the platforms. The  
experiment covers four generative systems and includes a comparison of derived and transformative text 
instructions. The results demonstrate that the models inconsistently distinguish the legally significant  
distinction between derived and transformative uses and often generate  higher visual  similarities  for  
"inspirational"  queries.  It  is  shown that  the degree of  similarity  is  determined predominantly by the 
internal architecture of the model rather than the semantics of the user query, which has significant  
implications for risk management in generative AI systems.
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1. Introduction and related works

Today, when the debates about who owns the rights to AI-generated works appear to be fading, 
another  technical-legal  question  gains  new  relevance  – how  the  rights  of  third  parties  are 
accounted  for  in  such  works.  Such  possible  violations  are  reported  by  well-known  writers,  
publishers,  photographers,  architects etc., and  ordinary  individuals.  At  the  same  time,  users 
increasingly rely on generative  tools  without  fully  understanding how these systems interpret 
input images or what level of similarity they might reproduce. As visual models become more  
accessible, the gap grows between the user’s expectations, the platform’s formal restrictions, and 
the actual technical behavior of the model. This makes it important to examine how these systems  
operate. 

Images  and  facial  data  require  special  legal  attention  because  they  enable  immediate 
identifiability  and  trigger  strict  data-protection  obligations  [1].  Biometric  data,  including 
information relating to facial images, belong to those “sensitive” categories of personal data whose 
processing poses a heightened risk to an individual’s rights and freedoms and therefore requires 
special protection. Resemblance to a real face becomes legally significant because it constitutes 
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biometric data, the processing of which requires consent and appropriate personal-data safeguards; 
otherwise, it may lead to a violation of the individual’s right to privacy. 

In addition, such works may contain various types of intellectual property. Therefore, we see 
that the issue is multifaceted and requires a comprehensive approach – both from the perspective 
of different areas of law and from the side of technology. 

Today, the consumer relies on the platform, its algorithms, and its  recommendations  [2],  the 
role of the human is diminishing  [3], but  AI does not eliminate liability, the outcome dominates 
over the user’s intent [4]. And in this context, both biometric data and intellectual property emerge 
as areas of risk  [4–8],  and the level of transformation of the source image achieved through AI 
becomes a decisive factor here. Users also often think that the way they phrase the prompt will 
control the level of similarity and the legal risk. In actual use, the model does not always react to 
these differences. Even when the user clearly asks for a more distant or more creative result, the 
system may still generate an image that looks quite close to the original. Despite their theoretical 
“transformative” nature, generators sometimes reproduce elements or fragments of their training 
data [9] and similarity may arise even in the absence of any intent to copy [10]. In this direction, 
the views of scholars can be summarized as follows: 

 Generative  models  produce  similarity  due  to  the  statistical  nature  of  training;  high 
resemblance emerges as an architectural effect [4; 8–13].

 The user does not control the degree of similarity, because the model makes expressive 
decisions autonomously, although the user still plays a relevant role in the process [9–11].

 Models often do not recognize the distinction between derivative and transformative use, 
which creates legal uncertainty [7; 14].

 Similarity becomes a key legal factor in two domains simultaneously – intellectual property 
and personal data [5; 6; 10; 14–16].

 Images of a real person are automatically treated as highly sensitive data [5; 6; 17].
 Platforms formally declare differentiated risk categories, but the models themselves often 

fail to implement these distinctions [13; 15].
 The risks arise at both stages (input and output), but the visual output remains the primary 

source of legal exposure, even when the input appears legally safe  [13; 18; 19].
 A significant part of the problem lies in the opacity of algorithmic decision-making: models 

do not reveal which features they consider relevant or how they weigh them, making the 
sources of similarity and identifiability impossible to verify or control [11; 16; 20]. 

Modern  research  highlights  that  visual  content  itself  is  becoming  an  important  object  of 
analysis  in  the  digital  environment  [21].  The  rapid  development  of  image-generation  systems 
shows  that  legal  classifications  are  losing  stability  when  confronted  with  technical  behavior. 
Models trained on large-scale visual datasets reproduce structural patterns because of statistical 
proximity embedded in the architecture. As highlighted in the literature, generative systems rely 
on  heterogeneous  internal  strategies,  from  shape,  texture  and  layout  analysis  to  semantic 
embeddings, most of which correspond to legal tests for distinctiveness, dominance, or likelihood 
of confusion. 

Another  systemic  issue  concerns  the  interaction  between  intellectual-property  rules  and 
personal-data regulation. The same generative behavior may produce legally neutral outcomes for 
abstract logos but high-risk outputs for human-centered trademarks, even under identical prompts. 
This  becomes more evident when models generate close visual resemblance for tasks intended to 
create creative distance.

These developments show a more general problem: the law is built  on clear categories and 
thresholds, but generative models follow their own internal logic and may not recognize these  
boundaries. This raises questions about how well platform policies match the actual behavior of the 



models,  whether they react differently to derivative and transformative prompts,  and how this 
affects the overall risk. 

The objective of  this  study is  to  determine whether image-generation platforms technically 
follow the legal  distinction between derivative and transformative use,  and to assess  how this 
behavior interacts with intellectual property and personal-data risks. To achieve this, the research 
compares  generative  outputs  produced  under  two legally  meaningful  prompt  types,  quantifies 
visual similarity to registered EU trademarks, and systematically evaluates platform policies across 
intellectual-property and personal-data criteria. The study aims to establish whether policy detail  
correlates with actual generative behavior and to identify how risk shifts when trademarks contain 
depictions of  individuals. This type of input is particularly valuable for the study because it clearly 
involves personal data, copyright, and trademark rights. 

2. Methodology 

This study combined a review of platform policies with an experimental comparison of image-
generation  behavior.  Both  parts  were  carried  out  independently  and  later  aligned  through 
numerical analysis. 

A dataset of nine trademarks was created using officially registered EU trademarks, balanced 
across three commercial positioning categories traditionally used in trademark research reflecting 
the depiction of men, women and children in the trademarks. All trademark files were downloaded 
from the official registry in a standardized format.

Each trademark was uploaded to four image-generation platforms: OpenAI, Artlist, OpenArt AI, 
and Pixlr. Two tasks were used for every trademark. The first instructed the model to “redraw this 
image and modify it slightly in a free artistic style”, representing a higher-risk modification. The 
second asked the system to “create a different image inspired by this one”, representing a lower-
risk scenario. These task pairs were selected to reflect typical derivative-like and inspiration-based 
use cases.

The experiment should have produced seventy-two images (nine trademarks, four platforms, 
two tasks). One output failed, resulting in seventy-one valid images. 

All collected files were processed in Python. Since image formats varied, the files were cleaned, 
standardized, renamed and aligned. To evaluate resemblance, among the various methods [22], we 
selected a semantic similarity measure based on the CLIP ViT-B/32 model. Each image was encoded 
into a normalised embedding, and similarity was calculated as the cosine similarity between two 
embedding vectors according to the following expression: 

sim ( I 1 , I 2)=cos(E1 , E2) (1)

where E₁ and E₂ are the normalised CLIP embeddings of the two images, and sim is the cosine 
similarity score ranging from –1 to 1 (in practice, for image embeddings, values fell within the 0–1 
interval). 

Even small differences in  sim reflect meaningful structural closeness because the embedding 
space captures semantic and compositional features rather than raw pixel values. This makes the  
metric suitable for assessing resemblance in both trademark and personal-data dimensions.  For 
each  platform,  average  similarity  values  were  computed  separately  for  the  modification  and 
inspiration tasks. 

In parallel, the policies of the four platforms were systematically reviewed. A set of twenty-one 
criteria was constructed to capture how platforms address trademark issues, copyright issues and 
personal-data questions arising from user-uploaded images.

The following trademark-related criteria were coded:

 Whether  the  platform  mentions  third-party  trademarks  and  prohibits  uploading  or 
generating copies or derivatives of protected marks.



 Whether the policy regulates the generation of logos or brand elements, and distinguishes 
between “inspiration/transformation” and “copying/similarity”.

 Whether fair-use exceptions, disclaimers or explanatory notes concerning trademark use 
are provided.

 The presence of a formal trademark complaint or takedown procedure.
 Whether the platform requires users to grant it a license over created trademark-related 

content.
 Allocation of liability for trademark or industrial-property infringements.
 Disclaimers  stating  that  generated  content  may  contain  elements  resembling  protected 

marks.

Seven copyright-related criteria were coded:

 Whether  the  platform  mentions  third-party  copyright  and  prohibits  uploading  or 
generating copies or derivatives of protected works.

 Whether the policy regulates generation involving copyrighted material and distinguishes 
inspiration from copying.

 Whether  the  platform  provides  fair-use,  exception-related  or  similarity  disclaimers  for 
copyrighted works.

 The availability of a copyright-specific complaints or takedown mechanism.
 Whether users grant the platform a license to the generated work or content.
 Allocation of liability for copyright or other IP violations.
 Disclaimers  stating  that  generated  content  may  contain  elements  resembling  protected 

works.

The following personal-data-related criteria were coded:

 Whether the platform prohibits or restricts uploading photographs of individuals.
 Whether facial images are treated as biometric data.
 Whether the platform prohibits identity recognition or facial identification.
 Whether user-provided facial images may be used for training.
 Allocation of responsibility for rights related to a person’s image.
 Whether biometric data can be deleted upon request.
 Whether “likeness” (visual similarity to a person) is treated as personal data.

This set covers the three main groups of risks (copyright, trademarks, and personal data) while 
remaining compact enough to allow consistent quantitative processing. 

Each criterion was coded on a three-point scale (1 = clearly covered, 0.5 = partially covered, 0 = 
not covered). This produced a matrix of twenty-one variables for all four platforms. Variables with  
no  variation  across  platforms  were  excluded  before  dimensionality  reduction.  The  remaining 
variables  were  analyzed  using  principal  component  analysis  to  obtain  continuous  policy 
dimensions without assigning subjective weights.

The  extracted  policy  components  were  subsequently  aligned  with  the  similarity  measures 
obtained  for  each  task,  allowing  both  datasets  to  be  evaluated  within  a  unified  analytical  
framework. Kendall’s coefficient of concordance was applied to test the internal consistency of the 
policy matrix and the similarity matrix, while pairwise correlations were used to examine potential 
associations between policy dimensions and generative behavior. All numerical transformations, 
preprocessing steps and statistical computations were carried out in Python.



3. Results

The results of the image comparison are presented in Table 1. In the table, we use the abbreviation 
“Re” for the prompt “Redraw this image and modify it slightly in a free artistic style”, and the 
abbreviation “Ins” for the prompt “Create a different image inspired by this one.” 

Table 1
Similarity Scores for Redraw and Inspired Prompts Across Four AI Platforms.

Trademark 
Nos

OpenAI Artlist OpenArt Pixlr

Re Ins Re Ins Re Ins Re Ins

003803591 0.74 0.77 0.86 0.75 0.81 0.87 0.48 0.49

009013558 0.69 0.73 0.77 0.80 0.83 0.90 0.34 0.33

017953534 0.66 0.90 0.87 0.73 0.78 0.87 0.43 0.54

001004927 0.65 - 0.83 0.74 0.84 0.84 0.40 0.42

018594683 0.73 0.74 0.83 0.78 0.83 0.61 0.39 0.38

014908628 0.77 0.80 0.81 0.83 0.79 0.75 0.42 0.42

013960216 0.77 0.78 0.65 0.67 0.77 0.78 0.47 0.50

015726491 0.83 0.87 0.94 0.78 0.86 0.84 0.46 0.51

005305032 0.75 0.86 0.89 0.80 0.85 0.76 0.49 0.52

Average 0.73 0.81 0.81 0.76 0.82 0.80 0.43 0.46

We identified the following variation  between the two tasks (“Re” and “Ins”): OpenAI (0.08), 
Artlist (0.05), OpenArt (0.02), and Pixlr (0.03). 

The average similarity of images to the trademarks was 0.71 for those depicting women, 0.68 for 
men,  and  0.73  for  children.  It  may  be  linked  to  biological,  genetic,  physiological,  social,  or  
behavioral factors, but it clearly requires a larger sample to draw any conclusions. 

Table 2 presents the average values for the parameters examined in the policies and rules of the 
AI systems under review. 

Table 2
Summary of Policy Detail Levels Across AI Systems 

Criteria OpenAI Artlist OpenArt Pixlr

Trademark 
Parameters

0.64 0.43 0.50 0.43

Copyright 
Parameters

0.64 0.64 0.64 0.64



Personal Data 
Parameters

0.79 0.71 0.71 0.29

Average 0.69 0.60 0.62 0.45

The  principal  component  analysis  (PCA),  which  reduces  complex  multi-criteria  data  into  a 
smaller set of underlying factors, showed that over 82% of the variance in policy parameters is 
explained by a single dominant component representing the overall completeness and strictness of 
the rules. The remaining components contribute only marginally, capturing secondary differences 
in how specific categories of risks are regulated. Correlation analysis further demonstrated a strong 
positive association (r > 0.90) between the level of policy detail and the similarity scores, indicating 
that  more  comprehensive  policies  are  linked  to  outputs  that  remain  closer  to  the  original 
trademarks. 

4. Discussion

Research on visual data governance demonstrates that technical systems often fail to fully reflect 
legal distinctions, creating a gap between regulatory expectations and actual system behavior [1]. 
Our findings align with this observation, as the models reproduced identifiable visual features even 
when prompts were explicitly designed to reduce similarity. The main finding of this study is the  
identified pattern:  the more detailed a platform’s policies and rules are,  the more accurately it 
generates  derivative  and transformative  works.  We see  several  possible  interpretations  of  this  
phenomenon:

 The correlation between detailed policies and higher accuracy may be purely incidental.  
Legal  and  technical  domains  often develop in  parallel  rather  than  in  coordination:  lawyers 
expand policies without understanding model architecture, while engineers optimize outputs 
without fully considering legal thresholds [23]. This match can therefore look meaningful even 
if it emerges accidentally, without any causal link. 
 Improved technical accuracy naturally pushes outputs closer to intellectual property and 
personal-data boundaries, and no policy can fully offset this.  As models become more precise, 
they  reproduce  structures,  proportions,  or  stylistic  features  that  increasingly  resemble 
protectable  material.  It  is  known that  algorithms rely  on different  approaches  (from shape, 
texture, and layout to semantic concepts) and the way they weight these features does not align 
with the legal assessment of distinctive and dominant elements in two images [8]. Legal rules 
simply cannot keep up with the speed of generative AI. As models become better and produce 
higher-quality outputs, they inevitably get closer to legally protected material,  and therefore 
closer to potential infringement. 
 Platforms recognize such risks and respond by increasing the granularity of their rules. The 
more accurate the system becomes, the more pressure it creates at the intersection of privacy 
and intellectual property, prompting platforms to expand their policies as a form of anticipatory 
risk management. The detail is less about guiding the model and more about protecting the  
platform by formalizing boundaries, disclaimers, and procedural safeguards. 
 Regardless  of  how  clearly  platforms  understand  the  underlying  risks,  they  position 
themselves within a DMCA safe-harbor logic as they frame their role as service providers. This 
perception allows them to treat detailed policies as sufficient compliance, even when technical 
behavior of the model creates risks that the legal framework cannot fully mitigate. This aspect 
legally relates to copyright, although technically we see its extension to other areas. In addition,  
contemporary  research  already  calls  for  the  creation  of  an  “AI  harbor”  that  increases  the  
responsibilities of data suppliers, model developers, and deployers [24]. 



Platforms with more detailed policies tend to deploy more mature and technically advanced 
models,  which  may  explain  why their  outputs  remain  closer  to  the  original  images.  Stronger 
policies correlate with systems that generate both more stable and more similar outputs, making 
these platforms simultaneously more compliant on paper and more exposed in terms of actual 
generative behavior. Interestingly, the system refused to generate an image based on a trademark 
depicting a  person in only one case.

An  important  technical  observation  is  that  platforms  do  not  legally  distinguish  between 
“derivative” (сreate a similar work) prompts (high legal-risk) and “transformative” (be inspired by 
this one, but generate a different work) prompts (low legal-risk): on average, half of the examined 
AI systems produced more similar images for transformative prompts. Figures 1–3 illustrate one 
example of such generation. 

As an example, a previously registered but no longer valid European trademark 009013558 [25] 
was used. The image was used exclusively for research purposes and was not employed for any  
commercial use. 

Even when users intend to create more distance from the source, generative systems may still  
retain core visual  patterns from the original  image,  so a certain level  of  similarity can appear 
simply as a result of how the model operates  [16]. The terms “derivative” and “transformative” 
describe two different degrees of similarity between the original material and the generated output.  
A  derivative  work  stays  close  to  the  source  and  repeats  recognizable  elements,  while  a 
transformative work introduces meaningful changes and creates a new expression based on the 
original idea. Although these terms originate from copyright law and are not formally applied in 
every  jurisdiction,  they  work  well  as  analytical  categories  across  all  three  areas  (copyright, 
trademarks, and personal data) when assessing the likelihood of infringement. But it is important 
to emphasize that legal liability arises from the  (derivative-/transformative-)  use of a work, not 
from the work itself, we are examining the conditions that lead to this. 

Figure 1: Registered trademark No. 009013558 [25].

Figure 2: Derivative work generated using OpenArt AI (Similarity score: 0.77).



Figure 3: Transformative work generated using OpenArt AI (Similarity score: 0.80).

The distinction between data extraction and expressive duplication is a key criterion in this 
context,  although  the  boundaries  between  them  remain  unstable  [7].  In  each  field,  a  more 
derivative  output  signals  higher  legal  risk,  while  a  more  transformative  output  significantly 
reduces it, but as shown in our findings, it does not remove the risk. 

Our observation concerns the variability between the two tasks (“Re” and “Ins”). The platforms 
differed in how consistently they reacted to the change in prompt type. OpenAI showed the highest 
variation between tasks (0.08),  followed by Artlist  (0.05),  while OpenArt (0.02)  and Pixlr (0.03) 
remained comparatively stable.  This variation can be treated as a technical  indicator of  model  
maturity: systems with more stable behavior across different prompt types tend to reflect more 
predictable  internal  representations,  whereas  larger  swings  suggest  that  the  model  does  not 
consistently differentiate between derivative and transformative instructions. At the same time, the 
legal meaning behind our prompts was not taken into account by the model in its interpretation. 

Another  explanation  for  this  inconsistency  lies  in  the  architectural  priorities  of  modern 
generative  models.  Their  optimization  goals  focus  on  making  the  image  look  coherent  and 
consistent inside the model. Because of this, prompts that are very different from a legal point of 
view are treated almost the same by the system. The model follows the patterns it learned during 
training, so both tasks often produce images that follow similar internal routes in generation. This 
means that unless the system is specifically designed to avoid copying, it will often stay close to the 
original image. The model tends to keep the main shapes and visual structure, even when the user  
asks it to move further away. As a result, a derivative-like similarity can appear even when the 
prompt is clearly written to reduce legal risk. 

This means that users cannot meaningfully reduce legal risk simply by rephrasing  the  initial 
prompt, since the model does not consistently align its behavior with the legal intent expressed in 
the wording. 

This mismatch is also relevant for regulators. Relying on textual distinctions between derivative 
and transformative use may give the false impression that these categories can be enforced at the 
model  level,  while  our  results  show  that  current  systems  do  not  follow  these  boundaries  
technically. 

We acknowledge that the sample of prompts and platforms was small, which is a limitation of 
the study, but it also serves as an important signal both for the platforms themselves and for future 
research should such changes occur. 

This result shows that the legal meaning of a prompt and the technical behavior of a model are  
not aligned. Even when a prompt explicitly signals low-risk creative distance, models frequently 
replicate structural features, proportions, or stylistic markers with equal or greater closeness than 
in explicitly derivative tasks. This means that the user’s intention to reduce legal exposure does not  
reliably translate into safer outputs, because the model optimizes for visual coherence and latent-
space proximity.  The gap between legal  wording and technical  response creates a  weakness  – 



platforms imply  these  verbal  distinctions  in  their  policies,  but  the  models  themselves  do  not 
actually follow or apply them when generating images. 

In the context of these findings, it is important to clarify where the actual infringement risks 
arise. With respect to intellectual property (copyright and trademarks), most legal systems require 
some form of commercial use, alongside other factors, to establish a violation. This requirement is 
especially relevant for trademarks, which are registered for specific goods and/or services and are  
legally tied to commercial use in those categories. Personal-data rules work differently: commercial 
use may increase liability, but even non-commercial use almost always triggers legal obligations 
and  potential  sanctions  [26-29].  Thus,  for  trademarks  that  depict  individuals,  the  risk  of 
infringement when using AI increases as the issue moves to personal data.

Moreover, as shown in previous studies, such trademarks are registered infrequently [30] and 
not always successfully, while copyright arises automatically once the originality threshold is met,  
and personal data require no threshold at all, they exist together with the person. The average 
standard lifespan of a trademark is ten years, with the possibility of renewal for the same period 
upon payment of  the required fee.  For example,  the trademark shown in Figure 1 has already 
expired, while most of the other marks used in this study remain active. Copyright, by contrast,  
does not require renewal and continues throughout the author’s lifetime and for seventy years 
after death, and personal data are protected for the entire lifetime of an individual without any 
additional formal steps. In light of these differences, the overall risk of trademark infringement in 
the light of our study appears comparatively lower. 

This risk means that what begins as a trademark issue can quickly evolve into a personal-data 
problem when a model reproduces identifiable features of a real person. Trademark law tolerates a 
degree of similarity unless it affects commercial origin or consumer perception, but personal-data 
law treats identifiability itself as the trigger. Therefore, when AI systems generate outputs that 
resemble individuals, the primary exposure shifts from trademark infringement to personal-data 
misuse, expanding both the scope and the severity of potential violations.

A key limitation of this study is the opacity of the platforms’ internal algorithms: we cannot 
observe  the  models’  internal  flags,  decision pathways,  or  safety triggers,  and therefore  cannot 
determine which specific mechanisms influence similarity, identifiability, or the decision to reject 
an input. These systems operate as closed environments where only the final output is visible,  
while the underlying reasoning remains inaccessible. It shows that across all platforms and prompt  
types the experiment  resulted in only a  single refusal,  even though the inputs  simultaneously 
implicated personal data, copyright, and trademark rights. Because the technical logic behind these 
outcomes cannot be examined or verified, the study cannot offer concrete solutions; it can only 
signal the risks inherent in processing such composite inputs within opaque generative systems.

5.  Conclusions

Although this study could be interpreted as supporting the claim that the user does not control the  
degree of similarity, we would prefer to reformulate this point from the previous studies as follows: 
the  user  carries  additional  responsibilities  in  reducing  the  level  of  resemblance,  because  we 
acknowledge that, with sufficient effort, this can in fact be achieved. Whether the user chooses to  
reach such a level or not remains a matter of individual decision. Likewise, blindly assuming that 
the  model  has  produced  a  transformative  work  and  that  no  infringement  can  arise  is  also 
ultimately a choice made by the user. 

The results of this study suggest that current generative models do not consistently reflect the  
legal distinction between derivative and transformative use. Across platforms and prompt types, 
the  systems  tended  to  produce  similar  levels  of  resemblance,  and  in  some  cases  even  higher 
similarity  for  “inspiration”  tasks.  This  indicates  that  the  degree  of  transformation  appears  to 
depend more on the model’s internal functioning than on the wording of the prompt. At the same 
time, even moderate visual similarity can retain legal relevance in both intellectual-property and 
personal-data contexts.



When a trademark contains the image of a real person, the input acquires a multi-layered legal 
character, combining trademark rights, copyright relevance and personal-data implications. In such 
cases, higher visual resemblance may increase the likelihood of legal concerns, particularly with 
respect to identifiability. While platforms describe risk distinctions in their policies, the models 
themselves do not always reflect these distinctions in their generative behavior. These observations 
indicate that the use of human-centered trademarks in generative systems calls for particular care, 
as the legal implications arise primarily from how the final image is rendered. 

This  study is  constrained by the limited  transparency of  generative  systems:  their  decision 
processes, internal thresholds and feature-weighting strategies remain inaccessible, and only the 
final output can be observed. As a result, it is not possible to determine why certain visual elements 
are retained, modified or ignored, nor how the systems interpret identifiability. In addition, the 
scope  of  the  experiment  was  necessarily  limited  to  a  selected  set  of  prompts,  platforms  and 
trademarks, which means that the findings reflect the behavior of the systems within this specific 
configuration  rather  than  across  all  possible  scenarios.  These  constraints  require  that  the 
conclusions  stay  grounded  in  observable  results  and  not  rely  on  assumptions  about  hidden 
technical processes. 

Future work may explore a wider range of platforms, model versions and similarity metrics, 
including embedding-based measures that capture semantic distance. Expanding the collection of 
trademarks  depicting  real  individuals  and  comparing  outputs  across  legal  jurisdictions  could 
provide a clearer picture of how generative systems interact with complex rights objects. Further  
work  could  also  examine  whether  tools  that  increase  transparency  or  check  the  image  after 
generation can actually help reduce similarity and lower the related legal risks. 

Declaration on Generative AI

Generative AI tools (OpenAI, Artlist, OpenArt AI, and Pixlr) were used to generate images and 
ChatGPT 5.1 was used to assist in language editing, paraphrasing, and stylistic refinement of the 
manuscript. All conceptual contributions, data selection, methodological decisions, study  design, 
interpretations, and conclusions were developed entirely by the authors. The authors reviewed and 
validated all AI-generated suggestions and takes full responsibility for the content of the final text. 
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