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Abstract
Agents have experienced significant growth in recent years, largely due to the rapid technological advancements
of Large Language Models (LLMs). Although these agents benefit from LLMs’ advanced generation proficiency,
they still suffer from catastrophic forgetting and a limited context window size compared to the agents’ needs
in terms of contextual information. Knowledge Graphs (KGs) are a powerful paradigm for structuring and
managing connected pieces of information while unlocking deeper insights than traditional methods. Their value
is immense for tasks that require context, integration, inter-linking, and reasoning. However, this power comes
at the cost of significant upfront and ongoing investment in construction, curation, and specialised expertise. The
NORA workshop aims at analysing and discussing emerging and novel practices, ongoing research efforts and
validated or deployed innovative solutions that showcase the growing synergy between LLMs agents and KGs.

Webpage: https://nora-workshop.github.io/2025/
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Knowledge Graphs & Agentic Systems Interplay

The recent proliferation of large language models (LLMs) has opened the doors for new paradigms that
benefit many applications like intelligent assistants, content creation & summarisation, code generation
& debugging, and knowledge discovery, to name a few. Such applications are achieved through prompt
engineering & in-context learning, retrieval augmented generation, fine-tuning & alignment, and
function calling & tool usage. These families of techniques can be used on their own or combined for
better results.

Thanks to the constantly improving reasoning and function-calling capabilities of LLMs, LLM-based
agents have attracted more attention [14, 15, 16, 17, 18]. While performing their allocated tasks, these
agents usually need to accumulate memory and feedbacks from tool calls and maintain a long run of
these tasks. Consequently, they can easily exceed the context window size, explode costs, and degrade
both latency and performance, due to their growing usage of tokens.

Depending on their tasks, agents usually need access to minimal portions of semantic memory (i.e.
facts)[19, 20], episodic memory (i.e. events) [20, 21, 22, 19], and procedural memory (i.e. instructions)
[23, 24]. However, it remains challenging for agents to select relevant examples from different memories,
especially in large-scale applications (e.g., personal memories for personal assistance).

Knowledge Graphs (KGs) [25, 26] model data and knowledge in a structured and explicit format
known as graphs. Thanks to this native structure, they have demonstrated great capabilities in capturing
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rich semantics and connections between entities and concepts in both closed and open domains [25, 27].
This feature has enabled both 1) complex logical reasoning, which is needed for multi-hop queries
[28] and deriving new implicit knowledge from explicit facts; and 2) graph-based learning through
richer features of the structured data. However, curating knowledge can be challenging, especially from
heterogeneous data sources and formats (e.g., personal assistants). As a consequence, large-scale and
industrial applications’ scenarios are even more impacted by this bottleneck, which thereby lower the
adoption of pure KG-based solutions in some Industrial use-cases.

Therefore, this first edition of the workshop aims to unveil the emerging yet growing interplay
between two key paradigms of recent AI systems: Agents and Knowledge Graphs. On the one hand, the
efficiency and performance of agentic systems can benefit greatly from KGs as a structured data model
and reasoning foundation, especially in designing and implementing their various memories [19, 20].
On the other hand, KGs can leverage the advanced linguistic capabilities of LLM agents in extracting,
computing and engineering knowledge from unstructured, multi-modal & multi-lingual data sources
[29, 30, 31, 32].

Relevant Topics This is a non-exhaustive list of relevant topics to the workshop (alphabetically):

• Agentic and Knowledgeable Systems with Small Language Models
• Agentic Information Extraction and Retrieval
• Agentic KG Construction & Enrichment
• Agents for Complex Reasoning over KGs
• Agents and KGs for private and proactive personal assistants & Personalisation
• Augmenting Agents with External Knowledge
• Collaborative Agents for Knowledge Computing and Serving
• Context Engineering enhanced by KGs
• Efficient Reinforcement Learning for better performance
• Graph Retrieval Augmented Generation in Agentic systems
• KGs serving agents’ memories: episodic (experiences, events, etc.), semantic (facts, concepts, etc.),

and procedural (skills, tasks, etc.)
• Multi-Lingual & Multi-modal integrations
• On-Device or Hybrid (Device-Cloud) systems combining Agents and KGs
• Personalisation via Agents and KGs
• Personas and digital twins enabled by Agents and KGs
• Theoretical and experimental analysis of close and open Domain applications scenarios

NORA Scientific Program

Overall, the workshop spanned one full day and provided the audience with 3 keynotes and a panel
discussion. The rest of the program was completed by oral presentations of accepted articles and poster
sessions were organized during the breaks.

Invited speakers

The keynote presentations articulated a unifying perspective on how structured knowledge and explicit
world models can address fundamental limitations of current large-scale learning systems.

Sebastián Ferrada [1] focused on the problem of grounding and long-horizon coherence in agentic AI,
arguing that autonomy and adaptivity at scale require explicit representations of memory, semantics, and
relational structure. He positioned knowledge graphs as a form of inductive bias that complements large
language models by supporting persistent state, compositional reasoning, and controlled interaction
with external knowledge. Through examples including GraphRAG, large-scale multimodal knowledge
graphs, and socio-political simulation systems, the talk highlighted both the representational advantages



of graph-based memory and the systems-level challenges that arise when integrating symbolic and
vector-based components, including scalable graph–vector architectures, evaluation methodologies for
grounded agents, and mechanisms for agents to incrementally read from, write to, and revise structured
knowledge.

Mustafa Jarrar’s keynote [2] addressed the upstream problem of constructing reliable knowledge
representations from unstructured data. Focusing on recent advances in named entity recognition
and relation extraction, with particular emphasis on Arabic language resources, the talk surveyed
state-of-the-art models, datasets, and extraction pipelines, and examined how their outputs can be
composed into semantically coherent knowledge graphs. A central contribution was the introduction
of an Information Extraction Ontology that provides a unifying semantic layer over heterogeneous
extraction systems while maintaining alignment with widely adopted schemas such as schema.org
and Wikidata. By embedding this ontology directly into large language model prompts, the approach
enables more controlled, portable, and sample-efficient knowledge graph construction, and illustrates
how symbolic constraints can be integrated into neural workflows without sacrificing flexibility.

Finally, Tiffany Callahan’s keynote [3] examined the limitations of learning and retrieval-based
approaches in scientific and high-stakes domains where critical data is rare, missing, or counterfactual
in nature. She introduced the concept of agentic simulators, in which agents reason over knowledge
graphs encoding domain constraints and causal structure, propose interventions, and invoke mechanistic
and large quantitative models as causal simulation engines. The simulated outcomes, together with their
causal assumptions and provenance, are written back into the knowledge graph, transforming it from a
static repository into a computable causal world model. Drawing on examples from patient modeling
and agentic chemistry, the talk argued that simulation-augmented, causally grounded reasoning over
structured world models provides a principled extension beyond retrieval-augmented generation,
enabling AI systems to reason about rare events, latent mechanisms, and the unmeasured world.

Accepted articles

Collectively, the accepted papers advance a unifying agenda: moving from static retrieval and pattern
matching toward agentic, structured, and adaptive reasoning systems grounded in explicit knowledge
representations, causal structure, and principled evaluation. Several contributions investigate foun-
dational principles for reasoning over knowledge graphs (KGs) as world models. Graph Distance as
Surprise [4] connects KG traversal to the Free Energy Principle, framing graph distance as a proxy
for epistemic surprise and positioning KGs as generative models that guide agent behavior through
structure-induced inductive bias. Complementing this theoretical perspective, Validation-Gated Hebbian
Learning for Adaptive Agent Memory [5] introduces neuro-inspired plasticity mechanisms that allow
agent memory graphs to evolve over time, while guarding against hallucination through validation-gated
consolidation. At the representation-learning level, Elastic Weight Consolidation for Knowledge Graph
Continual Learning [6] empirically studies catastrophic forgetting in KG embeddings, demonstrating
that continual learning techniques can stabilize long-term knowledge acquisition while highlighting
the sensitivity of results to task partitioning and evaluation protocol design.

A second cluster of papers focuses on agentic systems that construct, validate, and exploit structured
knowledge in complex real-world domains. In the biomedical setting, Agentic Knowledge Computing
for Automated Biomarker Validation [7] presents a large-scale, multi-model NLP pipeline that constructs
weighted causal knowledge graphs from ALS literature, introduces a triangulated validation score to
ensure reliability, and demonstrates counterfactual reasoning over the resulting graph. Biomedical
Evidence Retrieval with Agentic RAG and Dual Text Encoders [8] similarly adopts an agentic perspective,
using iterative query refinement and domain-specific encoders to improve evidence retrieval across
heterogeneous biomedical corpora. Together, these works illustrate how agentic orchestration, multi-
model fusion, and explicit causal structure can substantially reduce manual curation while preserving
expert-level accuracy.

Several contributions demonstrate how knowledge-augmented and schema-constrained agents en-
able robust decision support in applied domains. AgentTravel [9] integrates domain-adapted language



models, structured itinerary memory, and real-time data retrieval to address the spatial and temporal
constraints of urban travel planning, introducing a benchmark that jointly evaluates grounding and
plan feasibility. RAPTOR: Reasoned Agentic Portfolio Trading [10] extends agentic design to finan-
cial decision-making, proposing a multi-agent, blackboard-based architecture coupled with Bayesian
portfolio optimization, where structured debate and checkable financial indicators enable interpretable,
risk-aware portfolio construction. In the legal domain, RuleSum [11] injects rulesets and KG-based repre-
sentations into LLM summarization pipelines, using the IRAC method (Issue, Rule, Application, Conclu-
sion) as a reasoning scaffold to improve factual fidelity, interpretability, and accessibility—demonstrating
how symbolic structure can guide generation without sacrificing readability.

Finally, the workshop highlights the growing importance of evaluation and benchmarking for
structured and agentic reasoning. ATLAS [12] introduces Harmonized Tariff Schedule (HTS) code
classification as a challenging, hierarchically structured benchmark for global trade compliance, showing
that fine-tuned LLMs can achieve significant gains in accuracy and cost efficiency while exposing the
demands of legally grounded reasoning. Measuring What Matters [13] argues that standard accuracy
metrics are insufficient for safety-critical reasoning tasks, proposing a transit-domain benchmark that
probes consistency, robustness, and multi-step reasoning through perturbation and coherence-based
evaluations. Together, these works underscore that progress in agentic AI requires not only richer
world models, but also evaluation frameworks that can meaningfully assess grounding, causality, and
long-horizon consistency.

Panel Discussion

The last session of the workshop kicked off preliminary discussions on the symbiosis between KGs and
LLM Agents in the form of a panel session. This session involved both the invited keynote speakers
[1, 2, 3] and the audience. The discussions pivoted around the trendiest architectures and application
scenarios of combining KGs and agents, the practical methods to leverage agents in the construction
of Knowledge graphs/bases domain-specific scenarios and modalities, and the potential of KG-based
reasoning for improving agents’ performance. The participants also discussed safety issues that might
arise from delegating tasks to autonomous agents and the role of the ground truth knowledge stored in
KGs in reducing such risks. The discussions closed up on the conclusion that the interplay between
KGs and LLM Agents is an emergent topic that needs to be divided and explored deeply from different
perspectives for at least the next five years.

Taken as a whole, the contributions reflect a shift toward AI systems that reason with, learn from, and
act upon structured knowledge: treating knowledge graphs not merely as static retrieval indices, but as
adaptive memories, causal world models, and coordination substrates for multi-agent intelligence. This
convergence of symbolic structure, learning dynamics, and principled evaluation aligns closely with
the workshop’s goal of advancing grounded, reliable, and agentic AI beyond today’s retrieval-centric
paradigms.

Organisation

Organising Committee

• Btissam Er-Rahmadi [Huawei Technologies R&D UK Ltd.] is a Senior Scientist at the Knowledge
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performance of distributed systems. She is interested in leveraging Deep Learning and NLP with
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she has organized the first N2Women Meeting at WiMob 2015 in UAE.
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