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Abstract

Cardiovascular diseases (CVD) remain one of the leading causes of mortality in the world, which
emphasizes the need to create accurate, interpretable and effective diagnostic systems.
Electrocardiography is a key non-invasive method that provides critical information about the functional
state of the heart. In this work, an information technology for automated diagnosis of CVD based on the
time rhythm function taking into account the extreme amplitudes of the characteristic electrocardiogram
(ECG) waves (P, Q, R, S, T) was proposed. A dataset of 924 samples from the open PhysioNet databases
was formed, covering four diagnostic categories (conditional norm, norm with a pacemaker, arrhythmias
and morphological pathologies). Ten statistical descriptors (Mean, Median, Mode, Standard Deviation,
Sample Variance, Kurtosis, Skewness, Range, Minimum, Maximum) were used to describe temporal
variability. The EvalML AutoML framework was used to build the models, which automatically
determined the optimal data processing. The Extra Trees Classifier algorithm turned out to be the best,
achieving an average classification accuracy of about 96.5% for four classes and an AUC of more than 0.92,
which confirms its generalization capabilities. To ensure the transparency of the results, the SHAP
method was used, which showed that the most significant features are Skewness and Kurtosis. The
integration of AutoML and Explainable Al methods provided high accuracy and reliability of diagnostics
while maintaining interpretability, which makes the proposed approach promising for clinical application
and analysis of other biomedical signals.
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1. Introduction

In recent decades, cardiovascular diseases (CVD) have become one of the most serious challenges
for the global healthcare system. According to the World Health Organization, they account for
almost a third of all deaths in the world. Such statistics indicate the extreme relevance of research
in the field of cardiology and the search for effective methods of early diagnosis, monitoring and
prevention. Timely detection of pathological changes in cardiac activity allows significantly
reducing the risk of complications and saving the lives of millions of patients.

One of the key tools in this area is electrocardiography — a non-invasive method that provides a
safe and relatively simple registration of the electrical activity of the heart. The ECG signal
contains multilayered information about the functional state of the myocardium, which is reflected
in the shape, amplitude and time parameters of the characteristic P, Q, R, S, T waves, as well as the
intervals and segments between them. It is the analysis of the morphology of these components
that allows us to detect a wide range of pathologies — from rhythm and conduction disorders to
signs of ischemic disease or structural changes in the heart muscle. Due to this, the ECG remains
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an indispensable method in modern clinical practice, serving as the basis for both routine medical
examinations and specialized scientific research.

Despite significant progress in digital processing of ECG signal, there remains a gap between
the complexity of the temporal organization of the heart rhythm and the methods for its analysis.
Existing approaches often ignore interwave temporal variability or consider it in isolation from
amplitude characteristics. This limits the ability to detect complex arrhythmias, early signs of
ischemia, or conduction disorders, which may manifest themselves precisely in changes in the
temporal structure of individual ECG signal components.

Therefore, there is a need to use approaches that can overcome the limitations of classical
methods. In this context, modern machine learning (ML) methods are of particular importance, as
they are a universal tool for working with large data sets, providing the ability to find hidden
dependencies where traditional approaches are powerless. ML is actively used in the financial
sector to predict risks and optimize investment strategies [1,2], in transport to develop intelligent
control systems and road safety [3,4], in medicine to create intelligent decision-making support
systems and predict the course of diseases [5,6], in materials science to model the structural
properties and durability of materials [7,8], in energy to assess consumption and improve resource
efficiency [9,10], as well as in cybersecurity to detect anomalies in network traffic and prevent
attacks [11,12]. Due to their ability to adapt to different types of data and conditions, ML methods
have become the basis for creating systems that provide accurate predictions, high speed of
analysis, and scalability in various application contexts.

Recent advances in ML for ECG signal analysis demonstrate significant progress in automated
diagnosis of cardiovascular diseases. Based on a comprehensive review of publications in the
Scopus database, the following analysis presents advances in ML methods for the analysis of heart
rate variability and cardiac signals.

Classical ML algorithms remain powerful tools for ECG signal classification. A hybrid approach
that combines Dual-Tree Complex Wavelet Transform (DTCWT) with ML classifiers to detect six
classes of cardiac arrhythmias was proposed [13]. Such methodology, tested on the full 48-record
MIT-BIH Arrhythmia Database, demonstrates the effectiveness of combining advanced feature
extraction methods with traditional classifiers. A comprehensive approach to ECG classification
using wavelet scattering to extract low-variability features was developed [14]. Using the MRMR
(Minimum Redundancy and Maximum Relevance) algorithm for feature selection, it was achieved
an outstanding accuracy of 99.84% using a cubic SVM model among twenty tested ML models.
Optimized ensemble methods for ECG anomaly detection were investigated, and the optimized
XGBoost model using Bayesian hyperparameter optimization achieved 100% accuracy, significantly
outperforming modified gradient boosting with an accuracy of 96.58% and SVM with 91.69% [15].

The revolutionary impact of deep learning on cardiac signal analysis is evident through
numerous innovative architectures. The study [16] presented an advanced approach to ECG
classification by integrating adaptive segmentation of heart beats with relative heart rate
information in a deep learning network. This methodology achieved a sensitivity of 99.81% for
normal beats, 99.08% for premature ventricular beats, and 97.83% for premature atrial beats. A
hybrid model combining a convolutional neural network (CNN) with a Vision Transformer (ViT)
was proposed for analyzing 12-lead ECG recordings [17]. The model achieved an average accuracy
of 74% for five-class and 80% for four-class classification on the PTB-XL dataset, demonstrating the
potential of transformer architectures in cardiac diagnostics. A CNN model for automatic diagnosis
of multiple heart diseases from phonocardiographic signals was developed [18]. Using data
augmentation techniques to improve robustness in noisy environments, the model achieved 98.60%
accuracy on the test set, highlighting the effectiveness of deep learning for non-invasive diagnosis.
The integration of deep learning paradigms has fundamentally transformed the capabilities of
cardiac signal analysis. The application of WaveGRU-Net for non-contact ECG reconstruction
using millimeter-wave technology with multiple inputs and outputs was pioneered [19]. This
innovative approach successfully distinguishes respiratory and cardiac components in the time-
frequency domain while maintaining robust semantic representation capabilities. A significant



architectural advance has been made with the development of a frequency-guided hierarchical
shifted window (FG-HSWIN) transformer incorporating inter-frequency attention mechanisms
[20]. This architecture demonstrates exceptional classification performance, achieving 98.72%
accuracy on the MIT-BIH arrhythmia dataset through frequency-stratified window attention
mechanisms. The integration of frequency-aware positional encoding (FAPE) and lightweight
multiscale feature fusion (LMFF) represents a significant methodological contribution to the field.
The neuro-fuzzy paradigm exemplifies the trend towards hybrid architectures, where a multimodal
feature fusion framework combining transformer-based processing with neuro-fuzzy systems
achieves 98.46% accuracy and 99.1% Fl-score, demonstrating the effectiveness of integrated
computational approaches [21]. A sophisticated three-phase framework incorporating change point
detection via autoencoder architectures, facilitating real-time processing of sequential data for
cardiac anomaly detection, has been presented [22].

Combining different cardiac signal modalities improves diagnostic accuracy. A cardiovascular
disease prediction system integrating ECG and phonocardiogram using Hidden Semi-Markov
Model was developed [23]. The proposed HSMM achieved sensitivity of 0.952, specificity of 0.92, F-
score of 0.94, accuracy of 0.91, and AUC of 0.96. A multimodal approach to emotion recognition by
combining ECG signals with facial features was presented [24]. Using LightGBM, Bagged Decision
Trees, Linear SVM, and Gaussian Naive Bayes, the combined model achieved an accuracy of
93.80%, demonstrating the effectiveness of multimodal analysis. Researchers in [25] demonstrated
the effectiveness of hybrid approaches by integrating a dual tree complex wavelet transform with
traditional ML classifiers. Their methodology successfully distinguishes six different classes of ECG
beats, highlighting the continued relevance of traditional signal processing methods combined with
modern classification algorithms. The ResNet-34 architecture proposed in [26], improved through
transfer learning mechanisms, further confirms the effectiveness of deep residual networks in
analyzing cardiac signals in the time-frequency domain. The integration of multiple sensory
modalities improves diagnostic complexity. Scientists [27] developed a device with the support of
fog computing that integrates phonocardiography, ballistocardiography and seismocardiography to
estimate systolic blood pressure, achieving a mean absolute error of 3.5 mm Hg. This multimodal
approach uses additional information from mechanical and electrical cardiac signals. The
MDD2DG-IRA methodology presented by the researchers in [28] is an example of sophisticated
multi-channel processing via dynamic graph convolution, achieving 99.94% classification accuracy
for myocardial infarction localization. This approach demonstrates the potential of graph-based
representations to capture inter-channel dependencies in multi-lead ECG analysis.

Computational efficiency remains paramount for real-time and embedded applications. This
challenge was addressed by analyzing the reconstructed phase space with optimized delay state
networks, achieving 99.3% accuracy while reducing hardware requirements by an order of
magnitude [29]. An ensemble compression technique combining CEEMD with LSTM autoencoder
architectures achieves compression ratios of 38.26 with minimal signal distortion (PRD=0.37) [30].
The development of AutoML greatly simplifies the process of developing models for medical
diagnostics. The prospects of automated ML in biomedical signal processing, namely automation
for practical implementation in clinical practice, are relevant [31]. A study demonstrated improved
ECG-based stress classification using optimization techniques [32]. By applying genetic algorithms,
artificial bee colony and improved particle swarm optimization to tune Multi-kernel SVM, the
authors achieved an average accuracy of 98.93%, precision of 96.83%, completeness of 96.83% and
specificity of 96.72%.

The aim of our study is to develop and experimentally test information technology for
automated diagnosis of cardiovascular pathologies based on the time function of the rhythm taking
into account the extreme amplitude values of the characteristic waves of the ECG signal, using
AutoML and Explainable AI methods to increase the accuracy and reliability of the diagnosis of
cardiovascular diseases.



2. Methods and Models

2.1. Feature Extraction and Dataset Construction

To construct datasets suitable for ML algorithms, the ECG signals were processed using a time
rhythm function taking into account extreme values of the amplitude of the characteristic waves of
the ECG signal, which include extreme values of the amplitude of the characteristic waves (P, Q, R,
S, and T) [33].

The discrete mathematical model of the time rhythm function taking into account the extreme
values of the amplitude of the characteristic waves of the ECG signal [33] is represented by the
function T Ak(m ), which takes into account the extreme values of the amplitude of the

characteristic waves of the ECG signal (P, Q, R, S and T):

TA(m)ZtAk(m)-tAk(m-l),kE{P,Q,R,S,T],mez (1)

k

where ( m) — the moment of reaching the peak of the k-type wave in the m-th cardiac cycle
(o), t Ak( m- 1) — time of peak k-wave in the previous cardiac cycle (m-1) (c), T Ak(m) — the value of
the time rhythm function taking into account the extreme values of the amplitude of the
characteristic waves of the ECG signal, reflecting the time interval between the peaks of the k-type
waves in the current m and the previous cardiac cycle (m-1), ke {P ,Q,R,S, T} - type of
characteristic wave, m € Z - cycle number.

The data source was publicly available databases from the PhysioNet repository. The primary
dataset [34] contained 12-lead electrocardiographic recordings from 45 152 subjects, digitized at a
sampling rate of 500 Hz. This comprehensive collection covers a variety of cardiac arrhythmias and
cardiovascular pathologies, with expert-verified annotations to ensure diagnostic accuracy.
Additionally, the study included data [35] obtained from extended electrocardiographic monitoring
of 15 individuals diagnosed with progressive congestive heart failure, including 11 men (age range:
22-71 years) and 4 women (age range: 54-63 years). The third dataset [36] provided over 100 two-
lead electrocardiographic recordings, each covering 15-minute intervals. These recordings
contained detailed morphological annotations delineating the temporal boundaries of cardiac
waveform components — specifically the onset, peak, and termination of P waves, QRS complexes,
T waves, and, when applicable, U waves — for a representative sample of 30 to 50 cardiac cycles per
recording.

For each ECG signal recording, the values of the time rhythm function were determined taking
into account the extreme values of the amplitude of the characteristic ECG signal waves. Examples
of the time rhythm function taking into account the extreme values of the R wave amplitude are
shown in Figure 1.
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Figure 1: Examples of the time rhythm function taking into account extreme values of the R wave
amplitude: incomplete blockade of the right bundle branch block (mb) (a), extrasystole (es) (b).



For quantitative description of the function T Ak(m), a statistical processing method is used,

which allows calculating the following statistical parameters:
*  Mean (arithmetic mean) is a measure of the central tendency of a distribution of temporal
variability.
* Median is a robust measure of central tendency that is robust to outliers.
*  Mode is the most frequently occurring value of temporal variability.
* Standard Deviation is a measure of dispersion about the mean.
*  Sample Variance is the square of the standard deviation, which reflects variability.
* Kurtosis is a measure of the skewness of the distribution.
* Skewness is a measure of the asymmetry of the distribution.
* Range is the difference between the maximum and minimum values.
*  Minimum is the smallest value of the time variability.
*  Maximum is the largest value of the time variability.

The compiled dataset contained 924 samples. The following conventions were introduced into
the dataset: Mean - Mean_t, Median - Med_t, Mode - Mo_t, Standard Deviation-StD_t, Sample
Variance-SV_t, Kurtosis-Kur_t, Skewness-Sk_t, Range-Ra_t, Minimum-Min_t, Maximum-Max_t.

The classification was carried out according to four diagnostic categories. The first class
represented patients without detected pathologies (conditional norm). The second class included
individuals with normal cardiac function, but with installed pacemakers. The third class combined
various forms of cardiac rhythm disorders. The fourth class covered pathologies associated with
structural changes in the heart muscle and conduction system, manifested as stable changes in the
morphology of ECG complexes. The last category also included the consequences of a previous
myocardial infarction with the formation of scar tissue, violations of intraventricular conduction of
varying degrees, an increase in the mass of the myocardium of individual heart departments and
various forms of cardiomyopathies.

The development environment for building and testing ML models was Python, which provided
the necessary tools for data preprocessing, sample partitioning, and training ML algorithms. To
train and test the model, the original dataset was divided into training and test sets. The size of the
test set was 20% of the total data, while the remaining 80% was used to train the model. To ensure
reproducibility of the results, the initial value of the random number generator was fixed
(random_state = 22). Since the problem is multi-class, the stratify=y parameter was used, which
guaranteed the preservation of the initial class ratio in both the training and test sets. This
approach avoided biases in the class distribution and ensured the representativeness of the model
evaluation.

2.2. Machine Learning Methods

Automated machine learning (AutoML) is a concept aimed at eliminating the need for manual
execution of routine tasks that accompany model building. Traditionally, the process of creating a
model includes the stages of data preprocessing, feature selection, algorithm selection,
hyperparameter optimization and validation of the obtained results. Performing these tasks
requires significant experience and time, which limits the widespread use of ML. AutoML offers an
approach that automatically combines data processing, model selection and optimization methods,
reducing the influence of the human factor and ensuring the stability of the obtained results.
Thanks to the use of optimization algorithms, the search for parameters is more efficient than in
classical brute force, and integrated evaluation mechanisms guarantee the objectivity and
reproducibility of the models.

One of the modern implementations of AutoML is the EvalML library [37]. It is available in
Python and provides a full cycle of automation, starting from data preprocessing and ending with
obtaining a ready-made pipeline for practical application. EvalML automatically generates a
sequence of operations, which includes missing value imputation, coding of categorical variables,
scaling and selection of the optimal classification or regression algorithm. Using the AutoMLSearch



module, the model and parameter space is explored, and the results are presented in the form of a
ranked list ordered by the selected quality metric. The system allows to extend the pipeline with
custom models and transformers, which makes it suitable for both scientific research and industrial
applications. Thanks to compatibility with the Woodwork library and support for exporting
pipelines, EvalML can be easily integrated into a production environment. EvalML embodies the
principles of AutoML in a practical tool that allows you to quickly obtain reproducible and
competitive models. This makes it particularly useful in tasks that require testing a large number of
combinations of algorithms and data preprocessing procedures.

2.3. Model Evaluation and Interpretation

The evaluation of the effectiveness of classification models is carried out on the basis of indicators
calculated from the confusion matrix. It reflects the ratio between the correct and incorrect
predictions of the model for individual samples and consists of four main components. True
Positives (TP) corresponds to the number of samples of the positive class correctly classified as
positive. True Negatives (TN) characterizes the number of samples of the negative class correctly
classified as negative. False Positives (FP) means the number of samples of the negative class that
the model mistakenly classified as positive. False Negatives (FN) reflects the number of samples of
the positive class that were incorrectly classified as negative. Based on these values, the metrics
Accuracy, Recall, Specificity, Precision, F1-score and G-Mean are calculated (Table 1) [38].

Table 1
Performance metrics of classification models

Metric Formula Interpretation

Proportion of correctly

TP+TN
Accuracy TP+ TN+ EFP+FN classified samplc?s among all
observations.
Ability of the model to
Recall TP rrectly identif iti
eca —_— correctly ide ositive
TP+EN yeenyp
samples.
Ability of the model to
Specificit _IN_ correctly identify negative
peclicty TN +FP yIoem Ty nee
samples.
Proportion of correctly
Precision P classified positive samples
TP+FP among all predicted
positives.
. Harmonic mean of
X
F1-score 2 X Precision x Recall Precision and Recall,

ision+ . .
Precision+Recall reflecting their balance.

Geometric mean of Recall
G-Mean VRecall x Specificity and Specificity, used to
assess classification balance.

Taken together, these metrics provide a holistic view of the performance of a classification
model, allowing to evaluate not only the overall accuracy, but also the recognition efficiency of
each class and the balance of the classification.



Interpreting ML results is an important part of modern research, as it allows not only to assess
the quality of the prediction, but also to understand the contribution of each feature to the model’s
decision-making. One of the most common approaches is the SHapley Additive exPlanations
(SHAP) method, based on the concept of Shapley values from cooperative game theory [39]. In the
classical formulation, Shapley values describe the contribution of each player to the overall win of
the coalition. In the context of ML, the “players” are the features, the “coalition” is their set, and the
“win” is the model’s prediction. The idea is to fairly distribute the predicted outcome among all
features depending on their contribution. The Shapley value for feature i is calculated as the
average marginal contribution of this feature to all possible subsets of features.

SHAP has a number of desirable properties: local accuracy (the explanation corresponds to a
specific prediction), additivity (the contributions of features are summed to the prediction), fairness
(features with the same influence have the same values), which makes the method universal for
interpreting different types of models. Due to this, SHAP provides not only a global interpretation,
when the average influence of features in the entire sample is analyzed, but also a local one, which
allows explaining an individual decision for a specific sample. This opens up the possibility of
simultaneously evaluating generalized patterns and controlling the behavior of the model on
individual cases.

3. Results and Discussion

The work of the AutoML algorithm, implemented in the EvalML library, made it possible to
automatically select the optimal data processing pipeline and classification algorithm for the task.
The AutoMLSearch function was used for training. Accuracy multiclass was chosen as the target
function, which served as the main optimization criterion. The maximum number of model search
iterations was set at 25, which allowed, on the one hand, to save computational resources, and on
the other hand, to ensure sufficient coverage of the space of possible models. The parameter
n_jobs=-1 ensured the use of all available processor cores, increasing the efficiency of calculations.
The initial value of the random number generator (random_seed=22) guaranteed the
reproducibility of the experiment.

In the AutoML search process, K-fold stratified cross-validation was applied to the training
subsample. The number of folds corresponded to the default parameters of the framework (5
stratified splits). At each fold, all stages of data preprocessing and the selected classifier were
trained on the training part, after which their effectiveness was checked on the validation part. For
each pipeline, the target metric (accuracy multiclass) was calculated and averaged over the results
of all folds, forming the mean_cv_score indicator. It was this average CV score that determined the
model's place in the ranking (Figure 2).
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Figure 2: AutoML (EvalML) model leaderboard.

The best model was selected according to the performance values and used for further analysis.
The optimal pipeline generated by EvalML consisted of four sequential steps of preprocessing and
classification. The first stage used the Label Encoder, which provided encoding of categorical
variables into a numerical format required for further processing. The next component was the
Imputer, which performed validation and, if necessary, filled in missing values. For numerical
features, the median filling strategy was used. The third step was the Select Columns Transformer,
which selected a subset of the most relevant features for modeling. The final stage was the Extra
Trees Classifier, which belongs to the family of ensemble methods based on random trees [40].
EvalML automatically selected the hyperparameters: the number of trees n_estimators=997, the
maximum depth max_depth=10, the feature number selection strategy max_features=log2, as well
as the default settings for the partitioning parameters and node weights.

Figure 3 presents the evaluation results of the Extra Trees Classifier model, including the
normalized confusion matrix (%) and multi-class ROC curves.
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Figure 3: Normalized confusion matrix (%) (a) and multiclass ROC curves (b) for the Extra Trees
Classifier model on the test dataset.



The confusion matrix shows that the model provides a high level of correct classifications,
ranging from 89.13% to 95.74%. The lowest rate is observed for the third class, where 8.70% of
examples were incorrectly assigned to the first class, while for other classes the proportion of false
predictions does not exceed 4.35%. On average, the classification accuracy is about 96.5%, which
indicates a balanced quality of recognition between classes. The ROC curves reflect the ratio
between the frequency of true positive and false positive classifications when changing the model
threshold. High values of the area under the curve (AUC > 0.92) were recorded for all four classes.
The curves are located significantly above the random guess line, which confirms the stable ability
of the model to distinguish positive and negative examples.

In order to get a more complete picture of the model's performance, the model performance
indicators were calculated. The obtained values are given in Table 2.

Table 2
Performance indicators of the Extra Trees Classifier model
Class Accuracy Recall Specificity Precision F1-Score G-Mean
1 (conditional norm) 0.9459 0.9130 0.9568 0.8750 0.8936 0.9346

2 (conditional norm with 0.9729 0.9574 0.9782 0.9375 0.9473 0.9677
an implanted pacemaker)

3 (arrhythmia) 0.9567 0.8913 0.9784 0.9318 0.9111 0.9338
4 (morphological 0.9837 0.9565 0.9928 0.9777 0.9670 0.9744
diseases)

The set of obtained values of these metrics confirmed the high efficiency of the constructed
model, which not only demonstrated high overall accuracy, but also maintained the proper balance
between positive class detection, correct negative class recognition, and prediction reliability.

To interpret the model's performance, the SHAP method was used in the KernelExplainer
variant for the multi-class classification task. The choice of this particular method is explained by
the fact that the resulting pipeline can contain various preprocessing steps and classifiers, not
limited to tree algorithms. KernelExplainer, being model-agnostic, ensures the correctness and
stability of the obtained explanations in such conditions. To construct the explanations, a
background distribution was formed based on the training subsample. Using the training data as
the background prevented information leakage from the test set, preserving the purity of the
evaluation. Next, a subset of test examples was formed for analysis, limited to 50 samples. This
provided a balance between reducing computational complexity and preserving the statistical
representativeness of the test data. The resulting subset was used to calculate local and global
SHAP values, allowing us to estimate the contribution of each feature to the class probability
prediction.

Figure 4 presents a global SHAP bar plot that displays the mean absolute SHAP values for all
features, averaged across classes.
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Figure 4: Global SHAP bar plot with mean absolute feature contributions.

This visualization allows us to assess the relative contribution of each feature to the decision-
making process of the model. The most influential feature was the Skewness indicator (Sk_t),
which indicates its greatest contribution to prediction and a decisive role in class differentiation. In
second place in importance is the Kurtosis (Kur_t), which also plays a significant role in decision-
making. The next most important are Range (Ra_t) and Maximum (Max_t), which demonstrate a
moderate impact on the classification results. The features Mean (Mean_t), Median (Med_t), Mode
(Mo_t), Standard Deviation (StD_t) and Minimum (Min_t) have close values of the average absolute
impact, which indicates their additional role in the prediction process. The value of Sample
Variance (SV_t) practically did not demonstrate a noticeable contribution to the model's work.

Figure 5 shows a force plot for sample #35, which reflects the local explanation of the model's
prediction when assigning the sample to class 4.
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Figure 5: SHAP force plot for sample #35, class 4.

The horizontal scale shows the deviation of the forecast from the base value, which was 0.1676.
The final value for class 4 is 0.94, which corresponds to the high confidence of the model in the
correct classification of this sample. The visualization shows how individual features affected the
forecast bias. According to the explanation given, for this sample the most significant predictors
were the Skewness (Sk_t) and Kurtosis (Kur_t), which is consistent with the global results of the
SHAP analysis, where these features also took leading positions. Thus, the SHAP analysis confirms
that the model forecast for sample #35 is well-founded. Key features (Sk_t, Kur_t, Max_t, Mean_t)



provided a confident assignment to class 4, while their role in the forecasts for other classes was
minimal or even negative (Table 3).

Table 3
SHAP values for the selected sample (#35) across classes and features
Feature Class 1 Class 2 Class 3 Class 4
Mean_t +0.000645 -0.020046 -0.024696 +0.044083
Med t +0.001635 -0.007396 -0.026408 +0.032154
Mo_t +0.001970 +0.003808 -0.016280 +0.010488
StD_t +0.000770 -0.000953 -0.023727 +0.023896
SV_t -0.000900 -0.003858 +0.001194 +0.003549
Kur_t +0.000738 -0.133105 -0.067439 +0.199792
Sk_t -0.275653 -0.021847 -0.027707 +0.325192
Ra t +0.001428 +0.022491 -0.060836 +0.036903
Min_t +0.000000 -0.020272 -0.012103 +0.032504
Max t -0.000632 -0.009310 -0.051998 +0.061926
Base value 0.270010 0.252381 0.310000 0.167608
Predicted sum 0.000011 0.061893 0.000000 0.938095

Thus, the SHAP analysis not only confirmed the accuracy of the results obtained, but also
ensured the transparency of the model's operation, which is an important factor for its scientific
substantiation and practical application.

4. Conclusion

The paper proposed and implemented an approach to diagnosing cardiovascular diseases based on
the time function of the rhythm, taking into account extreme amplitude values of characteristic
ECG waves. The use of the AutoML library EvalML allowed to form an optimal preprocessing and
classification pipeline, where the Extra Trees Classifier algorithm showed the best results with an
average accuracy of about 96.5% and high AUC indicators (>0.92) for all classes.

Interpretation of the model using SHAP confirmed the transparency of the predictions and
identified the key features (Skewness, Kurtosis, Range, Maximum) that most influenced the
classification results. The obtained results indicate that the combination of AutoML and
Explainable AI provides high efficiency and reliability in the analysis of ECG signals, opening up
prospects for the practical implementation of such systems in clinical diagnostics and their
adaptation for other biomedical analytics tasks.
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