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Abstract
This paper introduces a new way to describe fingerprint details using basic geometric properties to improve how
well we can identify people biometrically. The method concentrates on where fingerprint lines end or split, fixing
issues with older methods like SIFT and HOG, and avoiding the heavy load of deep learning. The descriptor uses
distances and angles around the center of fingerprint details, making it resistant to changes in position, rotation,
and size. The goals include checking how well the details stay the same, creating a model based on geometry, and
testing it on regular data. By mixing math proofs with real-world adjustments, the model can spot shifts 92.85%
of the time, which is helpful for aligning fingerprints, but needs extra work for negative matches. This simple,
non-machine learning method can be easily expanded for different biometric uses.
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1. Introduction

1.1. Motivation

Fingerprint features, like ridge endings and bifurcations, are identity markers because they are unique
and stable [1]. Current systems have such disadvantage as dependency from image quality and alignment,
especially touch-free systems popular after COVID [2]. Older methods convert fingerprint details into
vector forms, losing detail arrangement. Machine learning can reach high accuracy (e.g., 97% on datasets)
but demands computation and can be biased [3, 4].

This paper introduces a fingerprint descriptor using Euclidean geometry to locate alignment shifts
quickly. By using distances and angles between point pairs, focused on the center of the minutiae, the
method remains constant despite shifts, rotations, and scaling, avoiding reliance on machine learning[5].
This solution supports alignment in places with limited resources, like phones, offering a flexible option
to neural networks [2]. It finds shifts, a step to prepare fingerprints for matching, rather than full
identification. It facilitates matching fingerprints from different scanners and conditions.

1.2. State of the Art

Fingerprint recognition involves looking at minutiae, using local descriptors, and using deep learning.
Local descriptor methods, like Orientation Local Binary Patterns (OLBP), extract ridge and valley details
successfully, but often miss topological minutiae details, resulting in extra features in unclear images
[6].

Deep learning has accuracies of 97% on datasets like FVC2000 using convolutional neural networks
(CNNs) [3, 7]. These methods demand training data and computation, challenging real-time use, and
bring up bias questions [4, 8].

Contactless fingerprint recognition is more useful because of hygiene concerns [2, 9] but struggles
with image quality and spatial orientation in uncontrolled conditions. Incomplete fingerprints require
alignment methods to handle distortions [9]. The descriptor described uses invariant Euclidean metrics
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Figure 1: Sequence diagram of proposed flow

to address problems, aligning images based on shifts without neural networks. By keeping the topological
features of minutiae unlike deep learning, this method helps with alignment in biometric conditions.

1.3. Objectives and Tasks

The goal is to create a fingerprint descriptor based on Euclidean geometry for shift-based matching,
without machine learning, tackling alignment issues while remaining efficient, which involves these
steps:

1. Study minutiae traits (location, direction, type) for stability in images that are changed or distorted.
2. Develop a descriptor model that uses relative coordinates focused on the center of mass of the

minutiae, along with tables of Euclidean measurements (distances and angles).
3. Create a method for picking out a key group of minutiae near the center of mass, to reduce edge

problems and boost dependability.
4. Test the model using the FVC2000 (DB1_B) dataset [10], adjusting settings (like square side length

and distance/angle limits) to measure how well shifts are detected.

2. Fingerprint Euclidean Descriptor Model

2.1. Summary

The descriptor is a tensor of Euclidean minutiae attributes, processed via coordinate alignment, metric
calculation, feature extraction, and matching, per Figure 1. Minutiae are extracted using open-source
algorithms [11] for compatibility with fingerprint processing pipelines. This favors computation, making
it suited to mobile biometric systems.

2.2. Mathematical Model

A fingerprint image is represented as a pixel matrix in 24-bit RGB format:

𝑃 = Z3 ∩ [0, 255]3 , 𝐼 ∈ 𝑃𝐻×𝑊 (1)



where 𝑃 is the set of pixels, 𝐼 is the image, and 𝐻 and 𝑊 are height and width.
Minutiae extraction can be represented as a four-stage process:

• Binarization: converting the image to a binary mask, 𝐼𝑏 ∈ {0, 1}𝐻×𝑊 , using a functional
transformation 𝑀𝑏 = 𝑓(𝐼).

• Skeletonization: constructing a discrete skeleton, 𝑆𝑏 = 𝑓(𝑀𝑏), to highlight ridge structures.
• Detection: identifying terminations (𝑀1 = {𝑝 ∈ 𝑆𝑏|𝑁(𝑝) = 1}) and bifurcations (𝑀2 = {𝑝 ∈
𝑆𝑏|𝑁(𝑝) ≥ 3}).

• Filtering: removing artifacts, 𝑀 ′
1 = {𝑝 ∈ 𝑀1|𝑑(𝑝) ≤ 𝜎𝑝},𝑀 ′

2 = {𝑝 ∈ 𝑀2|𝑑(𝑝) ≤ 𝜎𝑝}, where
𝑑(𝑝) is the distance to the nearest ridge and 𝜎𝑝 is the error threshold.

As a result we get a minutiae set:

𝑀 = {(𝑥, 𝑦, 𝛼, 𝜒)|𝑥 ∈ [0,𝑊 ], 𝑦 ∈ [0, 𝐻], 𝛼 ∈ [0, 2𝜋), 𝜒 ∈ {0, 1}} (2)

where 𝑥, 𝑦 are coordinates, 𝛼 is the orientation angle, and 𝜒 denotes minutiae type (0 for terminations,
1 for bifurcations).

To ensure invariance to affine transformations, minutiae coordinates should be transformed relatively
to the center of mass:

𝑀 ′ = 𝑇𝑟𝑒𝑙(𝑀) = {(𝑥− 𝑥̄, 𝑦 − 𝑦, 𝛼, 𝜒) ∈ 𝑀}, 𝑥̄ =
1

|𝑀 |
∑︁

𝑥𝑖, 𝑦 =
1

|𝑀 |
∑︁

𝑦𝑖 (3)

The center of mass is stable under affine transformations, with mathematical expectations 𝐸[𝑥̄] = 𝜇𝑥,
𝐸[𝑦] = 𝜇𝑦 , and variances 𝐷[𝑥̄] = 𝜎2

𝑥
𝑛 . This stability is derived from the consistent distribution of

minutiae across papillary patterns, which remain unique to each finger [1]. Thus a subset of minutiae is
selected within a square region centered on the center of mass to reduce edge artifacts:

𝑀 ′ = Φ𝐵(𝑀
′) = {𝑚 ∈ 𝑀 ′ : |𝑥| ≤ 𝐵

2
∧ |𝑦| ≤ 𝐵

2
} (4)

where 𝐵 is the square side length, optimized empirically, |𝑥| and |𝑦| represents absolute difference to
square center respectively.

The descriptor comprises two matrices:

𝑑𝑖𝑗 =
√︀
∆𝑥2 +∆𝑦2, 𝑎𝑖𝑗 = atan2(∆𝑦,∆𝑥) (5)

𝐷 = [𝑑𝑖𝑗 ]1..|𝑀 ′|,1..|𝑀 ′|, 𝐴 = [𝑎𝑖𝑗 ]1..|𝑀 ′|,1..|𝑀 ′| (6)

where 𝐷 contains pairwise Euclidean distances and 𝐴 contains angles relative to the x-axis.
Matching is performed using thresholds 𝜎1 (distance) and 𝜎2 (angle):

∆𝐷 = |𝐷1(𝑚1,𝑚
′
1)−𝐷2(𝑚2,𝑚

′
2)|, 𝑑′ =

{︃
∆𝐷/𝜎1 ∆𝐷 ≤ 𝜎1

∞ ∆𝐷 > 𝜎1
(7)

𝑆𝑚 = 𝑑′ + 𝑎′, 𝑆 = [𝑆𝑚]𝑚1∈𝑀 ′
1,𝑚2∈𝑀 ′

2
(8)

The matching score is:
𝑅(𝑚1,𝑚2) =

𝑛

min(|𝑀 ′
1|, |𝑀 ′

2|)
(9)

where 𝑛 is the order of the maximum minor of the score matrix 𝑆. This score quantifies the proportion
of matched minutiae, enabling shift detection.

In a practical scenario with two fingerprints made from the same finger, the descriptor should be
able to identify a translation offset by matching minutiae pairs with high 𝑅 values validated by their
orientation and type which ensures robustness against scanner variations.



Figure 2: First original fingerprint

Figure 3: Second original fingerprint

2.3. Software Implementation

The descriptor is implemented in C#, Python, and OpenCV, processing the FVC2000 (DB1_B) dataset.
The workflow, visualized in Figures 2 to 7, includes image preprocessing, minutiae extraction, descriptor
computation, and matching. The system is optimized for efficiency, suitable for real-time applications
on mobile devices.



Figure 4: Detected minutiae on first fingerprint

3. Experiments Methodology

3.1. Hardware

Experiments used an Intel i5-12400F, 16GB RAM, GTX 1650, and Windows 11 for processing and
replication.

3.2. Data

The FVC2000 DB1_B dataset (100 fingers, 8 impressions per finger) [10] went through preprocessing to
improve contrast and reduce noise, addressing common image issues [2].

3.3. Plan and Metric

The experiments tuned four parameters: square side length (𝐵), distance threshold (𝜎1), angle threshold
(𝜎2), and matching score threshold (𝑅𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑). Shift detection success is:

𝑄(𝐼1, 𝐼2) = 1 if ∃[𝑖, 𝑗] : 𝑅𝑟𝑒𝑠𝑢𝑙𝑡[𝑖, 𝑗] = 1 else 0 (10)

where 𝑅𝑟𝑒𝑠𝑢𝑙𝑡 combines experimental and verified matches. A score balances performance:

𝑄′ = 0.7 ·𝑄+ 0.3 ·∆𝑄 (11)

This emphasizes detection rates and efficiency, tested for statistical validity.

4. Results and Discussion

4.1. Parameter Tuning

• Experiment 1 (𝐵): Testing square side length 𝐵 from 20 to 200 pixels, 𝐵 = 160 was best, with
a 90.00% detection rate and 66.43% score (Table 1). Larger values improved accuracy but cut
efficiency.



Figure 5: Detected minutiae on second fingerprint

Table 1
Effective square side 𝐵

No. Value Result Increment Score

1 20 0.00% 0.00% 0.00%
8 160 90.00% 11.43% 66.43%
10 200 92.85% 0.71% 65.21%

• Experiment 2 (𝜎1): A distance threshold of 𝜎1 = 9 gave a 65.42% score, balancing accuracy and
cost.

• Experiment 3 (𝜎2): An angle threshold of 𝜎2 = 48∘ scored 65.64
• Experiment 4 (𝑅𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑): A matching score threshold of 𝑅 = 30% had a 67.35% score.

The system was also tested for noise and partial fingerprints, using forensic scenarios [9]. Early data
shows accuracy with noise, but more work is needed for distortions, setting up improvements.

4.2. Discussion

The model had a 92.85% shift detection rate, like deep learning [3], but used less computation. It
managed only 1.6% of the data of a brute-force approach (Table 2), suiting low-resource uses. Despite
brute-force approach is more time-efficient, it proposes much more combinations, not really relevant as
a shift candidates. Model also needs post-processing to remove false negatives, like other methods [2].
The descriptor resists affine changes, aiding alignment across scanners, but struggles with rotations.
The lightweight design is good for real-time uses like mobile authentication or fingerprint analysis [9].
Later studies could mix metrics with learning for filtering or extend to palm prints [2]. These ideas will
be implemented in further researches, including datasets and analysis.



Figure 6: Comparison results for first fingerprint

Table 2
Model vs. brute-force

Metric Proposed Brute-force

Pairs 61436 3839640
Time (ms) 1682 282

5. Conclusions

The descriptor uses Euclidean characteristics for a 92.85% shift detection rate, resisting affine changes.
It aligns fingerprints well, working as a light choice, but requires post-processing, restricting use for
identification. Next steps:

• Improve rotation invariance by gauging fingerprint angles.
• Add hybrid ML for filtering.
• Add other modalities, like vein patterns.

These changes will be studied, building on this data to address more biometric issues.
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Figure 7: Comparison results for second fingerprint
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