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Abstract

Artificial Intelligence (AI) has rapidly transformed industries but concerns about opacity
have led to a focus on Explainable AI (XAI). The X-by-Design paradigm, developed within
the XMANAI project, embeds explainability into AI design. It prioritizes transparency,
integrating explainability mechanisms from the outset to enhance understanding and trust.
This paper outlines the core principles of X-by-Design and its implementation framework
across Data, Model, and Results Explainability. Case studies from four industrial
demonstrators demonstrate its efficacy in addressing specific business needs and
empowering users with actionable insights. Overall, the X-by-Design paradigm signifies a
crucial shift towards transparent and accountable Al systems, ensuring ethical deployment
and user trust.
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1 Introduction

In the past years, artificial intelligence (AI) has swiftly reshaped numerous industrial sectors,
fundamentally altering our interaction with technology and the way we handle data [1]. However,
concerns about the transparency and interpretability of Al systems have emerged alongside these
advancements, leading to a growing emphasis on Explainable AT (XAI) [2], [3], [4].

Al systems are often seen as opaque, with their internal logic inaccessible or incomprehensible to
humans. Models can consist of millions of features connected in a complex web of dependent
behaviours. Conveying this internal state and dependencies in a humanly comprehensible way is
extremely challenging. Transparency in Al systems has been identified as quintessential, but the black
box nature of Al systems makes the definition of transparency requirements challenging [5]. With
the rise of Al and its capacity for automated decision-making, there's a growing demand for
transparency in understanding how these systems reach conclusions [6]. However, achieving
transparency is challenging due to the complex nature of Al technology, particularly with advanced
machine learning (ML) methods, such systems become virtually impossible to trace, even for experts.
Thus, a trade-off must be made between accuracy and explainability or interpretability, as advanced
systems that are more accurate in their predictions are becoming less interpretable [7].

XAl is the ability of Al systems to provide clear and understandable explanations for their actions
and decisions. Its central objective is to make the behaviour of these systems understandable to
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humans by elucidating the underlying mechanisms of their decision-making processes. However,
many efforts to improve explainability often lead to explanations that are tailored to the AI
researchers themselves, rather than effectively addressing the needs of the intended users. This places
the responsibility for defining a satisfactory explanation for complex decision models in the hands of
Al experts who have a detailed understanding of these models [8]. Ideally, XAI should include the
ability to explain the system's competencies and understandings to all types of users, explain its past
actions, ongoing processes and upcoming steps, and disclose the relevant information on which its
actions are based [9].

This paper presents an explainable-by-design (X-by-Design) paradigm that applies XAI to change
the standard in the design of Al systems. The approach has been developed and validated in the
XMANAI European project (www.ai4dmanufacturing.eu).

2 X-by-Design Paradigm

Transparency and explainability are essential quality requirements in machine learning,
influencing user needs, cultural values, laws, and corporate standards. However, often in ML such
property is not available, and to have it, models would need to be retrained which is a labour- and
computation-intensive process [4]. X-by-Design therefore refers to the Al models and systems design
process, where explainability is enabled and embedded from the start, thus improving transparency
as a key non-functional requirement in ML and autonomous systems. The design of technologies
significantly influences their subsequent use and effects on society, emphasizing the importance of
governing the design process to ensure responsible implementation of information technologies and
protect citizens from unintended negative consequences [10]. An explainable design requires
extracting qualifiers from data to describe meaningful features and establish causal relationships
between inputs and outputs [11].

The X-by-Design approach emphasizes integrating interpretability mechanisms directly into the
architecture of Al models during the developmental phase. By prioritizing explainability from the
outset, Al designers, engineers, and data scientists can construct models that inherently offer
transparent insights into their decision-making processes, thereby mitigating the need for complex
and often unreliable post hoc explanations. "By-design" concepts like privacy-by-design and security-
by-design are already commonly employed, and X-by-Design represents the next paradigm shift.

2.1 X-by-Design Approach in XMANAI: Interlinked Perspectives of
Data, Model and Result Explainability

To transition towards an X-by-Design paradigm, XMANAI considers explainability under three
interlinked and collaborative perspectives:

e Data Explainability that focuses on a concrete understanding of data in terms of semantics
and structure (data types) per feature in order to gain insights into the input data, achieved
through mapping to a common data model. Interactive data exploration and visualization that
allow viewing data distribution/profiling charts or summary statistics (e.g. number of missing
values, min/max values) can be leveraged to monitor potential data drifting or bias issues.

e Model Explainability that concerns understanding the different AI (ML/DL) models
towards global interpretability (answering how does a model work for all our predictions)
and local interpretability (answering how a model is generating a specific prediction, given
specific data points). Different techniques can be employed depending on the model family
and type, e.g. black-box or opaque models, in order to attempt to shed light on the model
design and training phase. Indicative categories include: (a) Explanations by simplification
(or surrogate models) referring to the techniques that approximate an opaque model using a
simpler one, which is easier to interpret; (b) Feature relevance explanations which attempt to
explain a model’s decision by quantifying the influence of each input variable, serving as a
first step towards gaining insights into the model’s reasoning; (c) Explanations through
directly interpretable models (since transparent models like decision trees, linear and logistic
regression are directly interpretable). Typical techniques associated to the above categories
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are: Local interpretable model-agnostic explanations (LIME), SHAP (SHapley Additive
exPlanation), Anchors (High-Precision Model-Agnostic Explanations), Partial Dependence
Plot (PDP), etc.

¢ Results Explainability that promotes shared understanding of results and translating them
into concrete actions in an appropriate style/format. At this step, post-hoc explanations over
the results are created (after the model is trained) and may include: (a) Visualizations that
typically act as the primer for communicating results to the involved stakeholders in order to
inform them about the decision boundary or how features interact with each other; (b) Text
explanations that convey in natural language how to take action and can be automatically
generated (through natural language generation techniques); (c) Explanations by example
that extract representative instances from the training dataset to demonstrate how the model
operates in a similar manner as humans may approach explanations by providing specific
examples to describe a broader outcome/process; (d) Counterfactual Explanations that aim to
find the model’s decision boundaries with respect to specific input values.

Additionally, in order to produce Al models and pipelines that are explainable by design, XMANAI
has also delivered appropriate methods and techniques to address a number of complementary
challenges that currently constitute significant data scientists’ pains. Our “XAI Models Security”
component performs a risk and vulnerability assessment over different Explainable ML/DL models to
offer immunity and robustness. The aim is to timely anticipate and safeguard against unintended bias
and adversarial attacks that may try to manipulate algorithms. Such adversarial attacks may refer to
poisoning (attempting to maliciously manipulate the training dataset) and evasion attacks, in general.
The XMANAI “XAI Models Performance” component sets the baseline thresholds for technical
metrics like accuracy and scalability, along with evaluating explainability metrics for audience
satisfaction. The XMANAI “XAI Assets Sharing” is another key component that supports interaction
among different types of stakeholders who want to share their assets and collaboratively work to
build a solution for a specific manufacturing case/problem that reaches consensus and is broadly
accepted. The full spectrum of project solutions is detailed in [12].

2.2 X-by-Design Service Framework for Replicability

The explained approach evolved in discussions with the project Industrial Advisory Board,
charting a commercial path for enabling XAI in manufacturing. The paradigm transitioned into a
consultancy and technical services framework that was adapted from the strategy followed with the
project’s pilot companies. It is structured around two axes of services:

1. X-LEARN services that focus on studying the problem of the manufacturing companies,
identifying the best methodologies or models to integrate explainability in the design phase.
X-LEARN can be split in 2 sub-applications: (a) X-LEARN-basics, analysing state-of-the-art
research to provide consultancy training on explainability concepts and identify XAI models
for enhancing technological transparency. This involves investigating manufacturing
scenarios like Production Optimization or Demand Forecasting; (b) X-LEARN-Applications,
that goes a step further, utilizing lessons learned, evaluating similar needs and devising
implementation plans to drive Al-driven digital transformation. The goal consists in using
use cases of similar applications with other subjects and sharing the obtained results to
strengthen user trust.

2. X-APPLY services that focus on the most effective path to integrate digital solutions based on
explainability in industrial contexts by providing IT services. The final goal is to favour XAI
adoption in both new or already existing productive systems both from a consultancy and
technological implementation level. The work mostly concerns the design and consecutive
application of XMANAI digital solutions and analytics.

3 X-by-Design in Action

The implementation of the X-by-Design approach in the XMANAI industrial pilot cases followed
a user centric process mimicking the X-LEARN and X-APPLY services, with the aim of defining
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3.1 Industrial Application in XMANAI

The XMANAI project has four industrial demonstrators where the X-by-Design process has been
applied, here below are discussed the main results achieved in the demonstrators:

Demonstrator 1 — FORD: The initial phase focused on understanding the specific Explainable Al
(XAI) requirements of end-users, especially operators on the engine production line. Close
collaboration with these stakeholders was pivotal in grasping their needs and preferences regarding
Al model interpretability. Through this engagement, their expectations and concerns were captured,
guiding the subsequent selection of models and tools to align with their identified needs. The next
step involved evaluating various methods to meet these XAI needs, considering the unique
requirements and constraints of the manufacturing context. Selected methods were carefully assessed
for their ability to provide interpretable insights into Al model decision-making. This rigorous
selection process ensured that the chosen methods effectively addressed the identified XAI needs. By
following these steps, the Al and explainability aspects of the demonstrator were tailored to meet the
end-user requirements of the plant. This collaborative and user-centric approach guarantees that the
selected methods offer meaningful and actionable explanations. Ultimately, this process facilitates the
development of XAI models that empower plant personnel by enhancing understanding and trust in
Al-driven decisions, leading to more effective decision-making and optimized manufacturing
processes.

Demonstrator 2 — WHIRLPOOL: This demonstration involved key stakeholders such as Central
Demand Planners, Direct-to-Consumer (D2C) marketing and sales specialists, and Data Scientists,
each with specific needs for explainability. The Central Demand Planner requires insights into
forecasting processes, root causes affecting accuracy, visualization of forecasting plots, trend analysis,
customer behaviors, and marketing strategy impacts. Conversely, the D2C Marketing & Sales
specialist focuses on understanding demand evolution, customer purchasing patterns, and marketing
strategy effects. To address these needs, two categories of explainability approaches were identified:
Explanation at the data level and Explanation at the instance and model level. For explanations at
instance and model level, post-hoc processing of trained models was conducted using techniques such
as SHAP and permutation importance. SHAP force plots provided insights at the instance level,
indicating feature contributions and impact direction. Alluvial plots were utilized for enhanced user
understanding based on business user feedback. What-if scenarios were also explored, enabling users
to grasp the correlation between input features and model outputs. These tailored explainability
methods empower business users to interpret and utilize Al models for effective decision-making,
promoting a user-centric approach in Al

Demonstrator 3 — CNH: In the X-by-Design process for CNH, substantial efforts were dedicated
to understanding end users' specific needs and translating them into graphical representations for




explanations. For operators seeking algorithmic suggestions on sensors contributing to machine
errors, a selection of plots (force plots, bar plots, cohort plots, and heatmaps) was chosen to explain
algorithm results within the mobile nature of the demonstrator app. These charts were adapted in
format and visual style to suit the target audience, considering the plant operators' limited familiarity
with statistical charts and data science. A simplified force plot assists operators in swiftly identifying
primary failure components, enabling targeted actions or exclusion of less likely contributors.
Additionally, a more advanced correlation matrix visualization serves white-collar workers, offering
insights into correlations between anomalies and causing sensors. Anomalies are categorized, and a
relationship score is assigned to each pair, aiding maintenance engineers in identifying patterns for
proactive maintenance planning. Overall, the proposed visualization provides a user-friendly yet
powerful tool for maintenance operators and engineers to interpret and act upon algorithmic results
effectively.

Demonstrator 4 — UNIMETRIK: The UNIMETRIK demonstrator targets industrial users,
particularly metrologists and process engineers, seeking to understand how parameters like Lateral

Density, Direction Density, and Exposure Time influence product measurement scanning processes
and quality. Employing explainability techniques, the demonstrator enhanced metrologists'
understanding of parameter impacts on measurement accuracy and quality. Visualizations and
explanations at both data and model levels offer essential insights, optimizing measurement scanning
processes and overall system efficacy. Data-level visualizations, including line plots and box plots,
provide a holistic understanding of parameter interactions, aiding decision-making. Model-level
explanations like SHAP summary plots and global surrogate models offer insights into feature
contributions and model output. During the X-by-Design process, technical partners created
descriptive visualizations based on user discussions, ensuring user-friendliness. Examples include
joint plots illustrating measurement errors and correlation heatmaps showcasing feature-target
relationships. These measures optimize measurement plans and point cloud quality, enhancing
accuracy and efficiency in industrial metrology. Overall, explainability fosters user comprehension,
actionable insights, and trust in Al systems, facilitating their successful integration into metrology
workflows.

3.2 UXAI Tool e

Description Example from XMANAI

UXAIT is a valuable tool for users navigating Results
Explainability within the X-by-Design framework,
assisting in selecting optimal visualizations (Figure

2). Accessible via the project website . , ‘ N
(ai4manufacturing.eu/uxai), UXAI draws from the ¥ & y ‘.’.‘* ( 2
experience of the XMANAI pilots, offering design -, "
support for companies and designers developing o L

XAI solutions in manufacturing. By highlighting )
visualization options, UXAI facilitates user-friendly Figure 2: UXAI tool (example on selecting the
XAI implementations, enhancing the human- best-fit visualization to identify anomalies)
centered approach of the X-by-Design process.

From the experiences of the XMANAI pilots, five clusters of XAI goals in manufacturing have been
identified (Anomalies, Forecast, Pattern and Trends, Planning, Scenarios). For each cluster specific
questions have been defined, related to possible XAI requirements that a company wants to achieve
with the implementation of XAI According to the work done in the project, to each question are
associated XAI data visualisations suggestions. The user of the tool can then navigate among the
different cluster and see the example of possible visualisation for the defined questions. The tool is
easily expandible in the future to integrate future insights and development.

4 Challenges and Future Perspective
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XAI serves as a crucial interpreter, bridging the gap between complex algorithmic processes and
human understanding, rendering intricate information accessible. Identifying the benefits of XAl over
conventional AI systems is crucial, especially considering the 'cost of poor decisions,” which
underscores the need for explaining Al decisions as their human impacts increase [14]. The X-by-
Design approach aims to promote understanding of Al systems at the data, model, and results
dimensions, offering a comprehensive insight into AI logic and empowering companies to
transparently harness Al benefits from the system design phase. Within the XMANAI project, the X-
by-design approach enhanced explainability in demonstrator applications, prioritizing exceptional
performance alongside meaningful human-Al interactions. The process involves user research to
define main activities and consider contexts for application use, defining user needs and explainability
requirements, and prototyping interfaces. Applying the X-by-design approach to production can
benefit the manufacturing industry by streamlining processes, reducing costs and risks, and ensuring
business continuity. Deploying Al-driven ML models with sensor data can develop robust Al alerting
when equipment performance degrades and needs maintenance, thus reducing downtime. The
proposed approach aligns products with customer interest by understanding behaviour patterns and
demands. Although the path to X-by-Design presents challenges, its potential impact on
manufacturing productivity and XAI uptake is significant.
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