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Abstract
A domain Specific Modeling Language (DSML) promises to to be more suitable for the domain’s needs. However,
it must also provide support for the modeler, who may have little insight into the domain. This article describes
and conducts an empirical study that compares a domain-specific language for modeling flexible and knowledge-
intensive social work processes with a general language of the declarative paradigm. The main focus of the study
is to examine the usefulness of the language for the modeler. The results show that DSML performs better than
the general language in terms of perceived ease of use and comprehensibility.
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1. Introduction

One of the central goals of enterprise modeling is to model processes in order to control workflows,
but also to formally store knowledge about working procedures. This is particularly relevant for
social service companies, as the work is weakly-structured, highly flexible, and knowledge-intensive
[1, 2, 3]. The knowledge intensity is contradicted by high employee turnover and thus the loss of
knowledge carriers, forcing the institutions to retrain new staff to these formally implicit known
processes. Compared to routine processes modeled with imperative languages, declarative modeling
languages like the Case Management Model and Notation (CMMN) [4] are more suited to model
knowledge-intensive processes [5, 6]. In the past, however, weaknesses have emerged in the practical
application of these modeling languages in the domain of Social Services [1]. On the one hand, CMMN is
indeed usable for depicting the casework on a general level but only partially corresponds to the specific
needs of the domain, especially regarding the core work like client interaction [1]. Consequently, an
approach to design a Domain Specific Modeling Language (DSML), more targeted to the focus group,
promises to be more suitable for the domain’s needs [7]. We provided a DSML in the past [2, 8] in order
to collect the implicit process knowledge of the social workers for analyzing, reusing, and explicating
process patterns.
In this contribution, an empirical study is presented that seeks to validate the DSML regarding the
usefulness from the modeler’s perspective. Therefore, the domain specific language is compared to a
general language utilizing the declarative paradigm, namely CMMN. The goal is to investigate whether
the DSML is better suited to model the use cases of the domain. The results of the study show tendencies
to confirm this claim. Before describing the study and the results in section 3, the DSML for Social
Services is briefly introduced in section 2.
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2. Previous Work on Domain Specific Modeling for Social Services

In previous works, we introduced the DSML for Social Services and referred to it as the Social Service
Notation (SSN) [2]. This section briefly summarizes the history of the SSN’s creation. It begins with
highlighting existing literature on modeling knowledge-intensive and flexible work. Subsequently,
findings from practical experience are condensed, leading to a formal definition of the language. Finally,
a practical application example is provided.

2.1. Modeling Knowledge-Intensive Processes

Social service providers are considered part of personal services, which are performed on and with a
client to achieve the long-term goal of improving the client’s mind or body [9]. The core work of Per-
sonal Services exhibits the characteristics of knowledge-intensive processes [10]. Knowledge-intensive
processes are characterized by both unpredictability and high knowledge intensity, i.e., the process
course and outcome depend on the actor’s tacit knowledge [11]. According to Boissier et al. [12] and
Işik et al. [13], the process’s success is not apparent before and after execution. This is caused by
highly individual processes for different client requests. Consequently, social workers must bring
their experience and knowledge to the work process to achieve given, usually long-term goals under
uncertain conditions through working in close cooperation with an individual client while considering
their situation and context [3].
Mertens et al. state that such dynamic, non-standard, and knowledge-intensive processes require the
run-time flexibility of declarative process modeling [10]. In the declarative modeling paradigm, the
execution of any process step is allowed at any time, as long as it is not constrained [14, 5]. CMMN [4]
and ConDec [14] are the better-known representatives of this paradigm, but are not considered suitable
for the Social Service domain [8, 2, 1].
Sadiq et al. refer to flexibility as the ability of a workflow process to be executed from a "loose” or only
partially specified model; every process instance (i.e., case) is unique [15]. Schonenberg et al. [16]
define four ways to achieve flexibility in process representations, whereas Reichert and Weber [17] state
four requirements for the performance of flexible process specifications. As stated in previous work [2],
the most important criterion for Social Services is "flexibility by underspecification” or "looseness”, i.e.,
a free process specification that also allows unplanned activities at run-time [17, 8].

2.2. Creating a DSML for Social Services

Based on several expert workshops with various representatives from the domain and the characteristics
of knowledge-intensive processes, we have identified three key concepts that are important for working
with clients. Social workers often encounter unforeseen situations while interacting with clients and
must use their knowledge and experience to determine the necessary course of action. In doing so, they
must work toward the client’s long-term goal. However, it is also possible that actions are taken to
achieve a short-term goal. Thus, the following three core aspects form the basis for representing the
knowledge-intensive core work of a social worker: (1) (Client) Goals to be achieved, (2) Situations
experienced by the client, and (3) Actions that the social worker can take. The modeling language’s
models are intended to provide actors with improved work support and work structuredness, as well as
an opportunity to externalize process knowledge.
In [8], the SSN was formally defined, methodically based on Frank’s [7] guidelines for creating DSMLs.
The guidelines range from determining generic and specific requirements to creating a domain
vocabulary and formal language specification, up to optionally developing a modeling tool, and finally
evaluating the language. A language specification defines syntax, semantics, and graphical notation
[18]. One way of formally (and graphically) representing the syntax is with a meta model[19], which
was specified in [8], and can be seen in Figure 1.



At the meta model’s bottom, the instantiated core concepts are depicted. These core concepts are used
for actual modeling and can be divided into Model Elements and Relations. A Model Element
(such as Goal, Action, or Situation) can be associated with a Relation that involves one or more
other Model elements. As a specialization of the Relation type, the Connector relates any two
Model Elements with each other, modeled by the Prerequisite and Recommend instantiations.
The Affiliation relation inherits from the abstract Composition type, allowing the modeler to
build a hierarchy. Only Container Model Elements (instantiated by a Goal) can be a Composition
of further Model Elements. Henceforth, as a specialization of the Container, a Goal can contain
further Goals, Actions, and Situations. On the other hand, these composed Model Elements
belong to exactly this Goal.
Semantically speaking, the Affiliation relation is intended to give the corresponding Model
Elements the context in which they are placed in. Like in the declarative paradigm [14], the
Affiliation represents that an Action can be carried out at any time, if it corresponds to the
affiliated Goal, unless there is a Prerequisite to be met. The Prerequisite connector does not
mean that one process step must necessarily follow another (but certainly can). While the Prerequisite
and Recommend relations can be used syntactically the same way, semantically, the former implies
a strong, obligatory binding between model elements (i.e., it has to be done before). In contrast, the
latter softens this relation to show a noteworthy association. (e.g., after doing homework, sleeping is
recommended. However, it is possible to sleep without doing homework before.) [8]

Figure 1: Meta model of the Social Service Notation (SSN) showing the syntactical relations between modeling
concepts. Source: [8]

2.3. Modeling Example

In [8], the SSN was applied in practice. We conducted three workshops with domain experts from a
German social institution in the setting of their “Clean Living” project, involving approximately 36
clients. In the workshops, we structured the information collection regarding the client interaction
processes in conjunction with the goals of the client cases, gathering subgoals, situations, actions, and
recurring patterns. This collected information was refined and transferred into models.
After the models had been presented, they were evaluated in terms of comprehensibility, complexity,
correctness, and usability by asking the domain experts (who were primarily involved in the modeling



process) to rate them on a scale of 1-5 according to these criteria. Furthermore, the participants were
asked qualitative questions about the benefits they would see in the models. They stated that they
considered them helpful in familiarizing themselves with cases, for neutral self-monitoring, and as an
aid to orientation by providing an overview of the entire scope of action. They said that it could serve
as a guide for action, as it provides rough assistance and serves as a reminder without prescribing strict
guidelines, which is particularly useful for “counteracting gut decisions.” They also saw potential in
supporting self-reflection and examining complex situations. However, they also said that it was not
suitable for directly supporting everyday work, since they will not consult the model during client
interaction. They stated that it would be used more as a passive source of knowledge and for planning
support [8].
An example of a sub model created during these workshops can be found in Figure 2. For demonstrating
the SSN in practice, some of the model’s statements are highlighted and explained in the following,
derived from [8]:

1. The client’s main Goal depicted in this model is abstinence, and it has the sub goal for preventing
addiction pressure. This goal has further sub goals to divide the means for prevention into short-,
mid-, and long-term actions. They may not appear as classical goals but more like work phases.
A goal hierarchy is built with the nested Affiliation relations to provide better structure
and an overview of which measures can be taken depending on time criticality.

2. Acting as a start-situation, if a new client has arrived with the goal of abstinence, it has to be
clarified how the client deals with the addiction and the reasons for it. Note that clarification,
compared with conversation, has a more binding and committing means to it. This fact is implicitly
known but not explicitly modeled. Before the social worker can begin with the networking action,
the aforementioned actions have to be carried out, i.e., they are a Prerequisite for this action.

3. A Situation like acute addiction pressure can also be a Prerequisite for an Action. In this
instance, the action for assessing the addiction pressure is only necessary (or can only be carried
out) when the social worker is aware of the situation of acute addiction pressure. The awareness
of how the client is coping with it (either successful or with recidivism) is only possible after the
assessment. Depending on success, further actions are to be carried out.

4. Actions like Control addiction pressure or on-call service do not have any Prerequisites,
meaning they can be carried out whenever the corresponding Goal is active for the client.

5. The Recommended relation in this model is mainly depicted around acute addiction pressure,
meaning first, if the pressure is perceived, it is recommended to initiate the Goal for prevention.
On the other hand, it is recommended to have worked on means for prevention before the
addiction pressure arises. Using Prerequisite instead of Recommend connectors would result
in a deadlock. Listlessness can result from the addiction pressure, which is an issue for long-term
prevention actions.

Furthermore, the more abstract wording on the actions allows social workers to perform these tasks
appropriately with freedom, based on their personal experience.

3. Language Evaluation Through Comparison

Generally speaking, a modeling language has two target groups: on the one hand, the model recipients,
i.e., social workers or the domain experts. In the previously mentioned workshops (Section 2.3),
the applicability and usefulness of the SSN in the domain of social services were confirmed, as the
language produced results that were perceived as useful by domain experts. Furthermore, the language
provided modelers with guidelines to structure the collection of knowledge-intensive and flexible
domain processes. This can be conceived as the language’s validation from the perspective of the model
recipients.
On the other hand, a modeling language also serves method experts — mostly people from outside
the field with modeling experience and the goal of creating a structure and overview of the domain.



Figure 2: SSN model created during expert workshops, depicting occuring situations, actions to be taken, and
sub goals to be achieved while working on the goal of the client’s abstinence. Source: [8]

To evaluate the language’s applicability from the perspective of method experts, an empirical study
was conducted, where modelers use the language(s) for knowledge-intensive processes. Since CMMN
inspires the SSN but claims to be simpler, more applicable, and easier to understand in the domain of
social services [8], it seems reasonable to compare these two languages for validation purposes. In the
remainder of this section, literature on modeling language and model evaluation is highlighted before
the study design is presented, and the results are evaluated.

3.1. Related Work on Evaluating Models and Modeling Languages

SEQUAL is a well-established framework for evaluating the quality of both models and modeling
languages [18, p. 205 ff.]. It divides quality criteria into seven dimensions. However, it has been
criticized that the criteria cannot be quantified due to vague descriptions [20]. In [20], a several
quantifiable and countable characteristics of model quality, along with metrics for measuring them, are
specified for process models. Completeness, correctness, relevance, and flexibility thus describe the
quality of the model’s semantics, while multiple “violations” of various kinds are given for syntax quality.
Comprehensibility and unambiguity are measured for the pragmatics of the model. The so-called 3QM
framework thus offers many countable quality criteria, but does not sufficiently consider the perceived
comprehensibility of the model on a cognitive level.
However, since the SSN is designed to express domain concepts to domain experts and more intuitive
knowledge workers with no experience in modeling [8], the language is better evaluated in terms
of cognitive capabilities. Moody’s “Physics of Notation” is often cited for designing and evaluating
graphical representations [21]. This includes nine guidelines for the appropriate visualization and design
of modeling languages to enable a cognitively effective transfer of the model’s information. Aranda
et al. [22] address comprehensibility of model representations, e.g., through “External Cognition”
or the Cognitive Dimensions Framework. They also provide guidelines for empirically measuring
comprehensibility. However, the focus here lies on the interpreter of the model, not on the modeler
and the perception of language quality. In [23], several dimensions for measuring quality are specified,
including the Perceived Quality of Modeling Language (PQML), the Perceived Usefulness of the Modeling
Procedure (PUMP), and the Perceived Quality of the End Products (PQEP), among others. The respective
dimensions to be surveyed focus on the perception of the test subjects and address important aspects of



the modeling process. In addition, the measured concepts are manageable in number, since “for each
additional perspective an evaluator considers, the practicality of performing evaluations decreases.”
[22]
Additionally, empirical studies already conducted on the perceived quality of modeling languages for
knowledge-intensive processes should also be considered. For example, Routis et al. [24] conducted
a study to evaluate CMMN (more precisely, the adoption of CMMN), in which process modelers
modeled human-centric real-world scenarios. The models were evaluated based on complexity and
expressiveness. The user experience was assessed through a discussion and a questionnaire, which was
completed after modeling, and contained items on usefulness, ease of use, and usability factors. For the
evaluation, they used a multi-criteria decision-making method (Analytic Hierarchy Process).

3.2. Empirical Study Design

The empirical study design is aimed at the modelers. The hypothesis to be investigated in the study is:
The SSN is better suited for modeling a use case from the social service domain than CMMN. To support
this hypothesis, the following supporting theses were outlined:

1. Simplicity, comprehensibility of language use: The modeling task is simpler and easier to
understand with SSN compared to CMMN, measured in terms of perceived ease of use.

2. Simplicity of modeling: Modeling with SSN is less time-consuming, measured in the time
required by participants to complete the modeling task.

3. Correctness: Models created with the SSN depict the domain specific facts more accurately,
measured by the rate of syntax and semantic errors.

4. Complexity of models: Models created with the SSN are simpler/easier, measured by the
number of model elements.

To investigate this hypothesis, the test subjects are given a modeling task and are divided into either a
treatment group or a control group (as in [24]), in which the used languages differ. The modeling task
has been designed so that the test subjects receive a written scenario. This scenario is based on the
model in Figure 2. The key concepts to be modeled were highlighted in the textual description, and the
desired relationships between them were presented but not explicitly described (since the relationships
between CMMN and SSN differ). Before modeling, the test subjects were introduced to the language
within their respective groups. To measure the modeling procedure’s “efficiency” [23], the modeling
time was measured for each individual.
After finishing the modeling task, the test subjects are given a questionnaire to determine their percep-
tion of the modeling experience. Quantitative questions on understandability, simplicity/ease of use,
usefulness, completeness, usability, and satisfaction were asked on a 6-point Likert scale to allow for
comparability between the groups. The questions and concepts to be measured were primarily inspired
by PQML for evaluating the modeling language and by PUMP for evaluating the modeling procedure
[23]. The concepts of simplicity/ease of use were derived from “clarity”, completeness from “conceptual
minimalism”, and usability from “Effectiveness” of the modeling procedure. Furthermore, usability and
ease of use were concepts also asked in [24]. The focus of this study, however, lies on comprehensibility
and ease of use, so multiple questions are used to measure these concepts. The questions are listed in
Appendix A.
For the evaluation of the produced models, the goal was to utilize metrics that were as simple and
quantifiable as possible to enable comparison. Model size based on the number of model elements
and processing time are relatively simple metrics for determining the complexity of the modeling
process [24, 25]. For determining model quality, first, the number of semantic and syntactic errors is
used to estimate the correctness and complexity. This approach is inspired by counting the number of
“violations” in [20]. Second, completeness is measured by showing whether all highlighted elements of
the scenario description can also be found in the model.



Table 1
Assessment of the modeling process through questionnaires.

Category no.
Ques-
tions

ØCMMN (n=8) ØSSN (n=8) p

Age 1 27.4 25.5 0.721
Experience: model-
ing languages

1 4.875 5.125 0.6824

Experience: model-
ing languages

1 4.875 5.125 0.6824

Understandig presen-
tation

3 4.208 5.125 0.3299

Understanding task 3 4.666 5.167 0.4732

Understandability 3 4.208 4.708 0.3956
Simplicity / Ease of
Use

3 3.583 4.458 0.0264

Completeness 1 3.875 4.75 0.287
Usefulness 2 4.375 4.688 0.4598
Usage 1 3.875 4.5 0.2867
Satisfaction 3 4.083 4.04 0.9038

3.3. Empirical Results

The study was conducted with a total of 16 participants. These were either German students of business
informatics or employees of the Chair of Business Information Systems in Rostock. These participants
represent method experts, as modeling is a central aspect of their studies. Business informatics specialists
play an interdisciplinary role across several domains, and the use of a DSML is precisely intended
for them. Modeling experience, therefore, also varies among the participants. They were randomly
divided into groups, ensuring that the ratio of students and employees was approximately equal. The
introduction of the different languages was recorded in advance by the same person in order to minimize
the presenter’s influence. The modeling task was carried out with pen and paper to minimize the
influence of a modeling tool and to identify syntax errors. Since not every aspect of CMMN was
important for the modeling task, concepts such as milestones and discretionary items were omitted
from the explanation.
Table 1 shows the results of the questionnaire after modeling was done. Note that the scale ranges from
1 to 6, where 1 indicates complete disagreement and 6 indicates complete agreement. The p-values
depicted were computed by utilizing the tool ux-calc [26], which promises to work on comparison tasks
with small sample sizes and the Wilcoxon rank sum test, which examines significance between two
independent samples [27, pp. 111] [28]. It can be seen that the age and modeling experience of the SSN
group is slightly higher on average. This may impact the comprehensibility of the presentation in which
the language was introduced. The lower part of the table lists the questions on the modeling experience
itself, with the SSN being rated better on average, especially on the focused criteria, understandability,
and ease of use. In terms of simplicity/ease of use, even a significant difference was identified (on
significance level of 𝛼 = 0.05). CMMN appeared to be significantly less easy to use than the SSN.
As already described in preliminary studies [29, 2, 8], the assumption reinforces that there are too
many aspects of the language irrelevant to the use case to be modeled. However, in terms of perceived
satisfaction with the language, no difference can be seen. The participants perceive both languages as
equally helpful in supporting the modeling process.

However, the evaluation of the models and their quality were less straightforward and insightful.
The average time required to complete the modeling task was 41.75 minutes for the CMMN group and
43.875 minutes for the SSN group. The maximum completion time was set to 45 minutes. The average
number of modeled elements (model elements and relations) was also similar (CMMN=46.7, SSN=45.75).



Figure 3: Syntax errors in comparison.

Figure 4: Semantic errors in comparison.

Therefore, no conclusions can be drawn regarding complexity. However, it was noticeable that the
subjects in the CMMN group mapped fewer of the concepts highlighted in the scenario (19 out of 27 on
average) to the model than those in the SSN group (23.5 out of 27). This reinforces the assumption that
SSN guides the modeling process more.
The models were independently checked for syntax and semantic errors by three people. Figure 3
shows a comparison of the syntax errors found in the two modeling languages. The test subjects made
hardly any syntactic errors when using SSN, which is not surprising given that the language allows
more flexibility. Similarly, it is easier to make syntactic errors in CMMN, as the set of rules for its use
is simply larger, and more model elements can be used. This is reflected in the wide range of errors
through the CMMN group’s participants. The distribution of Semantic errors is depicted in Figure 4.
They included, for example, made-up model elements, incorrect interrelationships, or the use of invalid
model elements for a concept from the scenario. Here, the SSN has also a slight advantage. Syntax
errors are easier to identify and classify than the more subjective semantic errors.

4. Conclusion

In summary, the hypothesis “The SSN is better suited for modeling a use case from the social service
domain than CMMN” can be confirmed. The questionnaire’s average values on the language’s perceived
quality often highlight a slight advantage through several elicited concepts for the SSN; in terms of
simplicity/ease of use, the SSN performs significantly better than CMMN (confirming supporting thesis
1). Furthermore, it was clearly evident that the number of syntactic errors found in the SSN models
is significantly lower than in the CMMN models (confirming supporting thesis 3). However, the time



spent modeling and the number of model elements used differed only marginally, so that supporting
these 2 and 4 could not be confirmed.
The findings have limitations. The number of participants was rather low. Another point of criticism can
also be found in the study design itself, which appears to be biased in favor of the SSN. The scenario to be
modeled was based on a model that was created with the SSN in mind. However, it is not straightforward
to design a clear, realistic scenario for non-domain experts without adapting it into a concise format. It
should also be noted that the metric for model quality based on the number of recognized syntax and
semantic errors lacks a certain degree of objectivity. CMMN is more formally defined and developed
than the SSN; therefore, more potential for error exists. In hindsight, this approach seems less fitting
for quantitatively measuring the quality of language comprehension. However, it depicts a fairly simple
approach by omitting the interpretation of the models. However, it must be noted that the questionnaire
was quite effective in producing usable findings. The items selected reflected the purpose of the survey
well.
Furthermore, a criteria-based, argumentative-deductive comparison between CMMN and SSN is planned
to validate the language, incorporating, for example, the SEQUAL framework [18], Moody’s Physics of
Notation[21], or quality criteria from meta models [30]. However, it is worth noting that many of the
criteria and frameworks listed in the literature place a high value on software engineering formalisms.
Since the language is intended to facilitate interdisciplinary communication, a selection of criteria
relevant to the purpose of the language must first be made. Another case for future studies might be an
empirical evaluation of model comprehensibility [22].
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A. Questions

In the following the questions of the questionnaire are stated, originally asked in German:
Understandability:

• The presented modeling language is understandable.
• The purpose of the given model elements is easy to understand.
• The possible relationships between the model elements are understandable.

Ease of Use / Simplicity:

• It is easy to use the modeling language. / The modeling language is easy to apply.
• Modeling with the presented modeling language is easy.
• The complexity of the modeling language has made modeling difficult. (invert Scale)

Usefulness

• The modeling language is useful.
• The given model elements were useful to model the facts from the scenario.

Completeness:

• The given model elements were sufficient to model the facts from the scenario.

Usability/Usage:

• Overall, I felt that the modeling language helped me to model the given facts.

Satisfaction:

• Overall, I am satisfied with the model I created.
• Overall, I am satisfied with how the modeling process went.
• I am satisfied with the modeling language.

Further Usage:

• I will continue to use the modeling language.
• I will recommend the modeling language to others.
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