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Abstract—There are no analytical solutions for the problem b
dynamic scheduling of resources for multiple projets in real-
time. Mathematical approaches, like integer prograrming or
network based techniques, cannot describe compleyitof real
problems (multi-projects environments have many ingrrelated
elements), and have difficulties to adapt the anadys to dynamics
changes. However, this complex problem can be moeéel as a
multi-agent system, where agents negotiate resouscéhrough an
auction inspired mechanism. Agents can be used teepresent
projects and resources. Projects demand resourcesrffulfilling
their scheduled planned work, whereas resources eif their
capabilities and workforce. An auction inspired mebanism is
used to allocate resources to projects and the pecof resources
emerges and changes over time depending on supplydademand
levels in each time slot. By means of this multi-@mt system, it is
possible to overcome most of the problems faced multi-project
scheduling such as changes in resources capabilitjeallocation
flexibility, changes in project strategic importane, etc.

Keywords—agent-based modelling; agent-based simuigtio
multi-project environments; auction based resource@dlocation;
project scheduling.

. INTRODUCTION

The problem of allocating resources for multiple@arrent
projects appears in large cases of service and faetnoting
organizations. A paradigmatic example can be amneegng
projects office. This organization makes differdamnds of
projects that are proposed at any time, which rhashandled
in a given time frame. Each project consists ofualper of
activities (calculations, design, checks, budgetetg.) that are
performed by workers and with some precedenceoakdtips.
The workers can perform one or several activit@aling to
their skills. Decision makers have to reject inadbie projects
and decide which resources will be allocated toctvhrojects
and when.

Previous decisions have high impact in the offiqa'sfit.
In order to achieve strategic goals it is importémt give
priority to projects, and to allocate activities tbhe most
efficient workers at the appropriate time. Becauogethis,
before executing projects it is advisable to makelaedule that
optimizes the allocation of resources.
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Classical methods are based on mathematical progiram
and can solve this problem when the complexityois. IAnd
there are some heuristics and meta-heuristicsateafble to
provide good schedules for more complex problensTBe
traditional scheduling and control systems progusearchical
and centralized architectures, where a classichedder
system that has a global model of the multi-project
environment makes schedules according to the dustate of
the system. Hans et al. [4] review existing litarat in
hierarchical approaches and propose a genericgbagnning
and control framework for helping management to osieo
between planning methods, depending on organisdtissues.

But these techniques are not flexible or robusughpand
have difficulties to consider many real factorsatidition, real
environments undergo frequent changes (new resaunesv
technologies) that force to modify the scheduliggteam. The
traditional scheduling and control systems, whimh lzased on
hierarchical and centralized architectures, havée emmugh
flexibility to adapt themselves to the dynamism anthplexity
of multi-project environments.

These issues have motivated, in last years, sueeess

proposals are appearing to improve the scheduliagcantrol

in a multi-project environment. The paradigm of ktalgent
Systems (MAS) can help to find solutions, espegiallcases
where some social behaviour emerges. This papewssin
agent-based approach for online dynamic scheduding
control in multi-project environments that takesatage of
the ability of agents to negotiate and adapt tonghmg
conditions. The MAS has basically two types of dgen
projects managers and resources managers.

Projects have scheduled work to be done by differen
resources. Resources are endowed with some cdieabili
(knowledge, work force, etc.) that are needed tahdgowork.
Projects demand resources over time and resouffastiueir
capabilities and time availability. There is an taut process,
and the price of resource-time slots emerges embagty as a
result of supply and demand. The design of thei@ugtrocess
uses a technique that has been proposed for distdb
scheduling in the literature [8], [14], [11].

This agent-based approach has two distinctive &spéth
respect to other works: the integration of strategdgcisions



(accept or reject new projects) and operative dsg{eesource system to create new agents and monitoring the aglob
allocation), and the ability to manage resourcrilfiéity. This behavior.

allows mangers to study the advisability of incregsthe

flexibility of resources. A. Project Manager Agents

The next section introduces the role of agent-based Each projectis associated t@enject Manager Agent. The
modeling and simulation in project scheduling. Bect3  system is considered dynamic: while some projexsbaing
presents the MAS for the real-time scheduling mohlwhich ~ developed other projects can be included or rejedtereal-
has been specified with an agent-oriented modédinguage, time, which implies the creation and deletion ofe th
INGENIAS [10]. This has been the basis for impletilena  corresponding agents.
simulation, which is described in section 4, andséresults
are discussed in section 5. Finally, section 6 giress main
conclusions of using this agent-based modelingsimdlation

At any instant there are | projects in the system, each one
denoted byi. Each one is characterized by a valiyethat can
be interpreted as the revenue obtained for theegt,oh weight

approach. W representing the strategic importance given tosthecific
project, a desirable delivery dag, a limit delivery dateD;,
II.  AGENT ORIENTED MODELING AND SIMULATION FOR which cannot be exceeded, an arrival date of tbgegirto the
REAL-TIME SCHEDULING OF MULTIPLE PROJECTS systemB; , and a limit answer daf® that represents the latest

Multi-projects environments are complex and dynamicdate to decide whether to accept or reject theeptoj
systems. They include many components and depeiedenc  Each project consists of Jactivities, each one denoted by
and many changes may occur in the execution ofe@®j jj wherei({1, 2,..., [} andj{1, 2,..., J}. Every activityj of a
Moreover, projects are inherently distributed; ek may be  projecti is associated with a competeriggj). Any activity ij
completed by different resources or in differenogr@phical  yjth a given competend,j) can be performed by a resource
locations and each project manager may be in difgplaces.  m just if mis endowed with the competertug,). The duration

MAS have been shown to deal with problems ofof the activityij depends on the resource assigned to perform it.
complexity, openness (components of the system are not known he duration of activityj in resourcen is denoted asg. It is
in advance, can change over time, and are highlgalculated according tog=d;/eny), Where d is the standard
dynamical and unknown environments changing over time  resourcemto perform the competentg,j).
(uncertainty) andubiquity (the activity is distributed over the This first simplified model assumes that the atitigi of
complete structure) [5] [12]. any project should be performed sequentially in tnder

In the particular case of multi-project systems #yents defined byj and only one resource can be assigned to an
can be abstracted as tasks, resources, projectgeranaetc. activity. There is also the assumption that oneeescesource
This design enables to distribute the managemestersyin  has begun a task, the activity cannot be interdjptae
elemental components directly identifiable in theget system, resource needs to finish it to be assigned to #mgr activity.
and hence giving the opportunity to create systeaser to
design, to adapt and to maintain. Moreover, siheesystem is
distributed according to its structure, any charigethe

structure can be easily translated to the manadgesystem. / \

Engineering Company

This decentralized approach facilitates the desfgmarket
mechanisms to solve the scheduling problem by medns
distributed approximations [2]. Recently, Lee, Kueand
Chatterjee [7] have proposed an agent-based dyrmasoarce

scheduling for multiple distributed projects usimgarket / \

Projects Office Production Unit
mechanisms. Following the same research line, Geafe et
al. propose in [3] another iterative combinatoralction

mephanism. Other examples of agent-based approz?iohes Monitor Agent Project Manager Resource Manager
project management can be found in the works of ldmd -
colleagues [6], Wu and Kotak [13], and Cabac [1]. create E| %
I

. A MAS MODEL FOR MULTIPLE PROJECT SCHEDULING «Eﬂesm'm‘:fe")"ﬂ“‘)»

The system can be modeled with two types of agents Resource
representing project and resource managers. Adews the
ability to interact with each other. In this caisés important to

define an auction protocol for project agents tmpete for the
use of resources. Resource Manager Agents intevaht Figure 1. MAS organization model (with INGENIAS notation [30TThe
project agents to inform on the status, capatﬂlitied cost at diagram shows an organization (Engineering Compantyich has several

e . . : departments (Projects Office and Production Uifitte Projects Office has
each SpeCIfIC time. A third type of agent is ingddin the one Monitor Agent and several Project Manager Ageftie Production Unit

has Resource Managers that take care of the UResofurces.



B. Resource Manager Agents

A resource is modelled as Resource Manager Agent.
There are M resources, which can be assigned sinadtisly
to one activity. Each resource is endowed withvamgicost rate
per unit of time, g (m 0O{1, 2, 3...M}), and a subset Hof
competences that can be performed (H=fh ... hk} is the set
of competences that are necessary to completedierts).

Each resource has a certain grade or ability téopara
competence. Therefore, the work capacity of ressuoan be
symbolized by means of a vector of abilities pesotgce

en=(en1, En2---,Enk), Whereey > 0 shows the ability degree of

resource m to perform the competengelthe,s = 0 then the
resource m has not the competence B <g.; < 1 the resource
is able to perform inefficiently the competengeihe.s = 1 it
has standard efficiency to perform the competesicd,if g, >
1 it will do it efficiently.

C. Monitoring Agent

A Monitoring Agent has the responsibility to visaal the
current state of the system to the user. Moreowés, agent
allows the user to create newoject Manager Agentsm, as
shown in Figure 1.

IV. AGENT WORKFLOWS ANDINTERACTIONS

The agent workflows and interactions must be design
order to maximize the global efficiency of the gysf which
will be evaluated by the average benefit obtaimed icertain
time intervalT according to:

"V, ~Cost(i))
Efficiency=—=-"'"——
T T

N

for all projectsi that are finished i, Cost(i) is the cost to

project beyondD;’, it will be rejected. If not, but the
inclusion of the new project increases the delastso

of the other projects more than the direct benefit

obtained for the project, it will also be rejected.

A. Auction Interactions

At any time, the system has as many Project Manager

Agents as projects are ordered. Each one represatgicular
project characterized by its tasks, precedencéaehips, due
date, value, local programs and their executiote steheir goal
is to look for contracts with resources that carnfquen the

required activities and hence completing succdysftiie

project. In order to achieve their goal, Projectisiger Agents
make plans that take into account only their owtiviies

(local schedule).

The decision-making process is decentralized esérges
from interactions among the agents in an auctioegss. Each
project manager creates its own schedule (locatcsdh) by
taking into account its own project goals and it&no
knowledge. This procedure can bring incompatiblealo
schedules (several projects try to use the sanoeines at the
same moment). Moreover, the local schedules cagldimlly
inefficient (profitable projects are rejected; mastiportant
projects have delays; etc). These difficulties tréde from the
autonomy of each agent are solved with a markeharésm
that ensures that local schedules are nearly cdigpand
globally efficient according to the expression (Ihis auction
based multi-project scheduling approach is foundsd
Lagrangian Relaxation [8][11][14], a decompositiechnique
for mathematical programming problems.

In order to apply the market metaphor, the periatien
resources are available are subdivided in a setr@l time
intervals or time slots. Each time slot on eachouese is

modelled as good that can be sold in an auction, where each

resource acts as a seller. Thus, a local schedllileera bundle

complete the projedt This cost has two components, the directof time slots that has been allocated to a project.

resource cost and the delay cost:
; dii 2
COSt(I):Z:Cm(DG—+Wi D, -F) )
i eujrﬁ

The first addend corresponds to the direct resocose to

The number of sellers is equal to the number afuess in
the system. Each resource proposes a price fotirttge slots
from the current time to the end of the schedulingzon. The
scheduling horizon changes dynamically by coingdimith
the latest time slot that some project has askadyatnoment.

Each project agent plays the role of bédder that
participates in auctions by asking the Resource dgan

finish each activityj. f(j) denotes the resource selected toAgents for the set time slots that it requires keaeite its

comply with activityj. The second addend is the delay cosf

associated with the project, whétgas the real delivery date.

The problem considers the decision to reject ptsjebhis
could happen in any of the following cases:

ending tasks at the current time. It will try todf a set of time
slots @) through the resource pool while incurring the
minimum possible local costLC). This cost has two
components, the sum of the price of the selected slots and
the delay cost (expression 3):

e The revenue obtained from the project does not

compensate the costs.
«  The scheduling exceeds the of the project.
*  The impact on the scheduling of the rest of thgquts

LCi = Z P W, EﬂDi _Fi)2

mtoz,

©)

is not acceptable. This may happen for two causes. \yherep,, is the price of the time slot (t) of the resource

First, if the new project obliges to delay a contedt

(m).



To select the set of time slog)(that minimizes their local
cost, Project Manager Agents use a dynamical pnogiiag
algorithm where all possible combinations of tinlets and
resources are considered [13]. In their decisibey take into
account that only those resources endowed witméoessary
competences can carry out a certain activity. Megeothe
number of time slots necessary to complete a tdskation)
are determined according to the ability degreehefresource
in the competence. Each project agent will regarscheduling
horizon the time slot that goes from the currenttio the limit
delivery date ;). If some project agent cannot find a set of
time slots in such a manner that it allows to soleedasks
beforeD;”, with a smaller cost than its valug)( then it will
not ask for any set of time slots. This impliest tie project is
unprofitable at the correspondent round of biddind must be
rejected.

these agreements are obtained, project agents nailer
consider the tasks included as firm contracts adipg.

The global efficiency and the compatibility of lbca
schedules depend on the degree of convergence dfema
prices to the equilibrium prices. If the prices gktser to the
equilibrium price, they will be representative dfetsystem
state; they will have information about any sysfieature and
local schedules will be compatible and globallyicét. If
agents are making firm contracts when prices aré no
representative of the system state, then incomifii® could
take part. In these cases, the agents resolve patdbilities by
means of local schedule based heuristics rulese Maactly,
when several activities use the same resource eatséme
moment, the activity that has been earliest progradin local
schedule will have priority to be contracted imfiagreements.
Although this heuristic does not ensure globakedficy, it will

Each Resource Manager Agent determines the pricachieve perfect compatibility in final decisions.
charged for the time slots with the purpose of cauy
resource conflicts and maximizing their revenueoriater to get V.

; : R ) ; ; SIMULATION AND RESULTS
this goal a subgradient optimization algorithm sedi to adjust

The system has been implemented and simulated with

prices at each round of bidding. By means of tlgerithm the
Resource Manager Agents increase the price ofirtie glots
where there is conflict (more than one project myanehas
asked for this time slot) and reduce the priceheftime slots
that have not been demanded. The process of mijostaent
and bid calculation continues indefinitely. At eacund of
bidding the resource conflicts will be reduced.

At the first round of bidding, the time slots prcéor the
resource (m) are equal to the resource cost rgieAtthe rest
of bidding round, the prices will be updated by meaf the
expression 4a" is calculated according to [8].

pmnﬂ:ma){ Crs Py 0" @SI} (4)

Where:

. meM is the price of the time slot (t) of resource

(m) at the round (n+1)
n
* P

at the round (n)

« a" is the step at the round (n). It decreases when (r p2

increases.
« And (gn, =ay —1) is the subgradient, whew,
is the demand of slot (t) of resource (m)

B. Contract Interactions

is the price of the time slot (t) of resource (m)

different scenarios. Here the analysis focuseshenrole of
resource capabilities and the option of projeceatpn. The
first scenario shows a simple case to illustragentiain features
of the system, in the next subsection. This isofedd by a
dynamic scenario in order to evaluate the systerfopeance
in evolving complex environments.

A. Smple Case Study

Consider three different resources (R1, R2 and R3),

endowed with the competences C1, C2 and C3 resphcti
TABLE |. shows a portfolio of five projects, andethasks
needed to complete each project. Each task isatbbiy means
of the pertaining competence and expected stariotaedto be
completed.

TABLE 1. SIMPLE CASE STUDY

Proj. Tasks Arrival | Starting | DD1 | DD2 | Value

Task | Task | Task date Date

1 2 3

P1 |C150/C225| C330(0 0 120 180 1000p

C340({C145| C310|0 0 180 240 1200
P3 C235[C140 | C225|0 120 180 30000
P4 C330({C150 | C210|50 90 150 270 15000
P5 C145{C320 | C150|50 90 150 270 30000

The arrival date is the date when the project dtugted in
the system. Projects can start-up in the startatg;dtherwise,

By means of the auction mechanism described abovéey should have been rejected before this date. Date 1

project agents build compatible and globally effidi local
schedules for their pending activities. Moreoverihe same
time, agents interact through a complementary got® make
firm agreements based on the local schedules that heen
created by means of the auction process. Theseragras
determine fixed programs for earliest scheduletistagvhen

(DD1) is the most desirable duration whereas Dude Da
(DD2) is the maximum allowed. All the projects haveveight
of 1.

Figures 2 and 3 show the system state at a givea ti
(current time). In the upper area of the figures tklative
duality gap evolution is presented. The pricesrmoétslots are
the solution of the dual problem and the dualityp ga a



measure of the difference between the primal andl du

objective function, so it quantifies the quality thie solution
[8]. The relative duality gap is calculated as thelity gap
divided by the dual solution. A small relative dtyalgap
means that the prices are representative of theersystate,
thus, a good solution is achieved. The lower pathe figures
present charts of resources. These charts showashs that
each resource has performed until the current (loweer area
of the resource charts) and the time slot pricgpdu area of
the resource chart). The time slots prices previousurrent
time are the prices when agents were doing firraemgents for
those time slots. The prices later than currene tiane the
estimated prices in the current round of the anctio

Figure 2. shows the system state at the momenjudb,
before projects P4 and P5 arrive at the system.n/tte first
projects (P1, P2 and P3) are included in the systeenduality
gap is high, indication of a bad solution. But théme price
formation mechanism makes the prices to stab#isd,the gap
becomes smaller. This means that prices are close
equilibrium.
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Figure 2. System state at the moment 45

Figure 3. shows the evolution of the tasks perfarrbg
each resource and the prices of the time slots fafishing the
simulation. This figure shows how the duality gagreases
when the projects P4 and P5 arrive to the systemthis
moment previous prices did not reflect the new esysstate
(new projects are in the system). After some tithe, prices
change to adapt themselves to the new system @nsgjitand
the gap decreases again. It can be observed thatth prices
are very different from previous prices. This happespecially
in resource R1 where prices are very high.
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Figure 3. Tasks performed by resources. Tij denotes Taslkpja@éct Pi.

Note that project P5 has been rejected althoulghsita high
value, because its value was not available at mevhen
projects P1, P2, P3 were waiting to start-up. Tdleutus of the
payment that projects have done for time slots (TEBI. )
shows that the same projects do a payment higlaer ttineir
values. When projects P4 and P5 arrive at thersyte prices
of time slots of the resource R1 grow because Rblesto pay
higher prices to be performed. Although P5 accdpgher
prices than other projects, P1, P2 and P3 cannajéeted and
finally they must pay the market prices. The fitathal value
(Br=total values of performed projects minus totabgiatost)
is 55700.

TABLE 1. PAYMENT FOR TIME SLOTS PER PROJECT
Project Value Total payment
P1 10000 12719
P2 12000 11414
P3 30000 8298
t P4 15000 6887
P5 0 0

The simulation not only gives the dynamic schedule the
refused projects, but the value of each resourceedls For
instance, in Figure 3. the prices of resource Rlvary high
during all time slots. This means that the resogmapetence
is very valuable (bottleneck), so if the firm isimgp to be
engaged in similar projects in the nearby fututeyould be
useful to include more resources with the same etemges.
On the other hand, prices of resources R2 and BZmall,
although they are working on different tasks duritige
simulation.

So, the possibility of enhancing the range of céjials of
resources R2 and R3 should be considered; fomiostan the
case of human resources, this can be done by mefans
training.
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Figure 4. Tasks performed by resources (competences of Es®2
increased).

Figure 4. shows the evolution of the system whes th
resource R2 is also endowed with the competencewi@iil
efficiency 0.8. Compared with the previous casey tfte price
range is lower for resource R1 and higher for Rghdugh the
duration of task T22 of project P2 is smaller isaerce R1
than in R2, now the system have to reallocate dhtime this
activity to R2. So, R1 can perform in time the t3€Kd of the
project P5. In this experiment, the project P5deepted and
executed, and the total value has been increased55700 to



69369. This shows that the system is capable to thse
flexibility of resource R2 to improve in real-timtbe global
performance.

B. Complex Dynamic Scenario

In order to check the system performance in vernadyic
environments, consider 12 projects (table 3) thavea at the
system every 20 units of time (first P1, second P2,and
finally P12). In TABLE lll. DD1 and DD2 are relatinto
starting date. Resources and competences are rsitmiltne
previous case study.

TABLE lII. DYNAMIC PORTFOLIO OF PROJECTECOMPLEX SCENARIQ
Proj. Tasks DD1 DD2 Value
Task 1 Task 2 Task 3

P1 C150 C225 C330 60 150 10000
P2 C340 C145 C310 60 120 15000
P3 C2 35 C1 40 C2 25 60 120 6000
P4 C330 C150 C210 90 120 7000
P5 C145 C3 20 C150 60 120 8000
P6 C310 C2 45 C1 20 120 150 7000
P7 C120 C210 C330 60 150 15000
P8 C340 C1 45 C350 90 120 10000
P9 C235 C110 C245 60 120 15000
P10 C330 C115 C210 60 120 10000
P11 C115 C350 C110 90 150 7000
P12 C335 C2 50 C120 60 120 12000

We have done several simulations by changing tywesyf
parameters: the response period and the set ofatenges of
resources. The response period is the time intbetaieen the
arrival date and the starting date. During thisqukrprojects
wait in the system for rejection or acceptance slexi If this
period is long, more projects are waiting for diecis
simultaneously, so decisions will be more efficient

We have simulated three competence distributiorescas
case A (R1 has the competence C1, R2 the C2, RE3e
case B (R1 C1, R2 Cl1 and C2, R3 C3), and case CIRR2
Cland C2, R3 C2 and C3).

Figure 5. shows the total values obtained in diffier
experiments. Each curve represents the value iaridor
cases (A, B and C) when the response period inese&ote
that the system efficiency is higher when the raespoperiod
increases and when the resources are more fleititdg have
more competences). This shows that in this scetfagisystem
performance is suitable; the software is able tonage
complexity to improve the global efficiency.
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Figure 5. Total value in complex experiments

VI.

Although project management literature has beemlgnai
concerned with managing individual projects, inctice firms
usually work in dynamic and complex multi-project
environments.

CONCLUSIONS

We propose a multi-agent system and an auction
mechanism for online dynamic scheduling in multjpct
environments. Projects have tasks to be completedthey
compete for the resources endowed with the capebili
required to do some pieces of work. The pricesesburces
emerge endogenously by means of an auction process.

We show some of the possibilities of this multidaige
approach to deal with some of the decisions thatagers need
to take within multi-project environments. The systallocates
dynamically resources to projects, and decides wiwécts to
accept or reject taking into account project vajuefitability
and (feedback) operational information. We alsoashow it is
possible to discover which resources are the malsiable, so
they should be added to the firm.

This approach contributes to fill the gap betweée t
literature in portfolio project management (usudtigused on
corporate strategy and finance) with the work irtiaproject
management (mainly concerned with operational wssue
scheduling and resource allocation).
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