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Abstract. We propose the Multimedia Metadata Ontology (M30), a
framework for integrating the central aspects of multimedia metadata.
These central aspects are the separation of the information conveyed by
multimedia items and their realization, the annotation with both seman-
tic and low-level metadata, and the decomposition of multimedia con-
tent. M30 bases on Semantic Web technologies and provides the means
for rich semantic annotation using further, possibly domain-specific on-
tologies. Moreover, it can be used to represent other existing metadata
models and metadata standards. We introduce the M30O and present its
application at the example of a SMIL presentation.

1 Introduction

Multimedia metadata and semantic annotation of multimedia content is the key-
enabler for improved services on multimedia content. The archiving, retrieval,
and management of multimedia content becomes very hard if not even practi-
cably infeasible if no or only limited metadata and annotations are provided.
Looking at the existing metdata models and metadata standards, we find a huge
number and variety serving different purposes and goals. In addition, the models
are of different scope and level of detail. Typically, the existing models cannot be
combined with each other. For example, image descriptions using EXIF [1] can
not be combined with MPEG-7 [2] descriptors. In addition, the existing models
are semantically ambiguous, i.e., they do not provide a well-defined interpreta-
tion of the metadata. For example, in IPTC [3] the location fields are defined to
contain the locations the content is “focusing on”. However, it remains unclear
what this “focusing on” actually means. For instance, consider an image from
the atomic bombing of Nagasaki in Japan in 1945. This image is about Nagasaki
since it documents an event taking place in that city. But it is also about the
world as a whole since the atomic bombing is of global importance. Distinguish-
ing these different roles a location can play is impossible with IPTC. In general,
support for semantic annotations using formally defined background knowledge
is hardly found. Finally, the models are typically focused on a single media type,
ignoring the type’s relation to other media types or their context within a true
multimedia presentation. As a consequence of this, providing interoperability
between different applications that deal with the storage, retrieval, and delivery
of multimedia content and single media assets annotated with today’s models
becomes very hard. However, this is required in many multimedia application
scenarios, in particular in the open world of the Web.



What is missing is a representation of the data structures that underlie to-
day’s multimedia metadata models and metadata standards. We aim at ex-
tracting the common patterns underlying existing metadata models and meta-
data standards. We provide these patterns as a set of ontology design patterns
(ODPs) [4]. Tt provides a comprehensive modeling framework for representing
arbitrary multimedia metadata and is called the Multimedia Metadata Ontology
(M30). Basing the M30O on Semantic Web and ontologies particularly provides
support for the rich semantic annotation of multimedia content.

2 Annotating Structured Multimedia Content

Using a simple scenario, we show the different requirements that need to be
considered when annotating structured multimedia content. We assume that we
need to give a lecture on discussing the advantages and disadvantages of nuclear
energy. For this lecture, we have prepared a multimedia presentation shown in
Figure 1 to start discussions. Both for later retrieval and for descriptive purposes,
we would like to annotate the presentation. The multimedia content of our mul-
timedia presentation consists of different single media assets. These media assets
are combined in a coherent, structured way. This means that the content pro-
vides a spatial layout and a temporal course and also includes interactivity. The
multimedia content is encoded using the multimedia presentation format SMIL!
and rendered using the RealPlayer?.
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Fig.1: An image of Albert Einstein combined with an image of the Times Square and
an image of the nuclear bomb cloud expressing contrary views on nuclear energy.

Our SMIL presentation discussing the advantages and disadvantages of nu-
clear energy consists of two parts. The first part depicted in Figure la shows
a picture of Albert Einstein® and a photo of the Times Square in New York.

! Synchronized Multimedia Integration Language, http://www.w3.org/TR/2008/
REC-SMIL3-20081201/

2 RealNetworks, Inc., 2009, http://www.real.com/realplayer/

3 http://en.wikipedia.org/wiki/File:Einstein1921_by_F_Schmutzer_4. jpg,
from Wikipedia. The image is in the public domain.



This part of the presentation serves as a metaphor for the achievements reached
by the discovery of nuclear energy in which Einstein played a central role. By
the peaceful use of nuclear energy, it can serve large cities like New York with
electricity.

In the second part of our SMIL presentation depicted in Figure 1b, we replace
the photo of the Times Square by a picture showing the atomic bombing of the
city of Nagasaki* in Japan in 1945. The picture of Einstein remains unchanged.
However, the contextual use in which the picture of Einstein is shown is com-
pletely different. By this change of contextual use, the media assets composed
transmit a totally different message and express a different semantics [5]. Instead
of showing the advantages of nuclear energy, this part of the presentation serves
as metaphor for the risks and the potential destructive power of nuclear energy.

For providing a comprehensive semantic description of this multimedia pre-
sentation, there are different kinds of annotations involved. These different anno-
tations put requirements to the metadata model used to represent the semantics
of the multimedia content shown in the presentation. We discuss these require-
ments in the following section.

3 Requirements on a Multimedia Metadata Model

From the scenario above, we can derive three principal requirements that need
to be supported for annotating rich, structured multimedia content such as the
SMIL presentation in the scenario. These requirements are the separation be-
tween information objects and information realization, multimedia annotation,
and multimedia decomposition. They need to be reflected by a multimedia meta-
data ontology.

Separation between Information Objects and Information Realizations. On the
conceptual level, multimedia content conveys information to the consumer. As
such, the multimedia content plays the role of a message that is transmitted
to a recipient. Such a message can be understood as an abstract information
object [6]. Examples of information objects are stories, stage plays, or narra-
tive structures. The information object can be realized by different so-called
information realizations [6]. The narrative structure of our scenario above is,
e.g., realized in a SMIL presentation. The following requirements of multime-
dia annotation and multimedia decomposition can be applied on both levels of
information objects and information realization.

Annotation of Information Objects and Information Realizations. The model
needs to support the annotation of multimedia content. This can be annotations
in the style of typed key-value pairs as provided, e.g., by EXIF or semantic
annotation, i.e., the use of semantic background knowledge for describing the
multimedia content. In our example, we could annotate the picture from the

* http://commons . wikimedia.org/wiki/File:Nagasakibomb.jpg, from Wikimedia
Commons. The image is in the public domain.



Times Square with the geo-coordinates where it was taken or annotate the whole
presentation with the general topic it discusses. Please note that low-level meta-
data, such as EXIF, typically is attached to the realization, while the semantic
annotation rather applies to the information object.

Decomposition of Information Objects and Information Realizations. Multime-
dia content can be decomposed into its constituent parts. The SMIL presentation
above can, e.g., be decomposed into the two parts it consists of. The parts can
be decomposed into the images they contain. The realization of the presentation
can be decomposed into the realizations of the contained images. Decomposition
can be applied arbitrarily often, i.e., we can can create a hierarchy of parts.

4 Related Work

In research and industry, numerous metadata models and metadata standards
have been proposed so far. These models come from different backgrounds and
with different goals set. They vary in various aspects such as the domain for
which they have been designed. The models can be domain-specific or designed
for general purpose. The existing metadata models also focus on a specific sin-
gle media type such as image, text, or video. In addition, the metadata models
differ in the complexity of the data structures they provide. With standards like
EXIF [1], XMP [7], and IPTC [3] we find metadata models that provide (typed)
key-value pairs to represent metadata of the image media type. Harmonization
efforts like in the case of image metadata pursued by the Metadata Working
Group® are very much appreciated. However, they remain on the same techno-
logical level and do not extend their effort beyond the single media type of image.
Another metadata model like Dublin Core® and its extension for multimedia con-
tent” support hierarchical modeling of key-value pairs. It can be used to describe
almost any resources. However, only entire documents and not parts of it. With
MPEG-T [2], we find a comprehensive metadata standard that aims at covering
mainly decomposition and description of low-level features of audiovisual media
content. MPEG-7 also provides basic means for semantic annotation. Several
approaches have been published providing a formalization of MPEG-7 as an on-
tology, e.g., by Hunter [8] or the Core Ontology on Multimedia (COMM) [9)].
However, although these ontologies provide clear semantics and an integration
with Semantic Web standards, they still focus on MPEG-7 as the underlying
metadata standard. As a consequence, they do not provide a generic framework
for the integration of different metadata standards and metadata models. Fur-
thermore, most metadata models also lack in supporting structured multimedia
content. Structured multimedia content means that the content is organized in
different discrete media assets such as images and text and continuous media
assets like videos and audio. It has a coherent spatial layout, temporal course,

® http://www.metadataworkinggroup.org/
5 http://dublincore.org/
" http://dublincore.org/documents/dcmi-type-vocabulary/



and some interaction with the user. Annotation of such structured multimedia
content is in principle possible with MPEG-7 using separate media signals for
the invidual media assets. However, actually doing it for a complex structured
multimedia presentation is not very practical due to the complexity involved
with this MPEG-7 annotation. In addition, various studies have shown the need
in image retrieval for semantic annotation and conceptual queries [10-12].

This list of metadata models and metadata standards is very far from being
complete and is beyond the scope of this work. Some overview of multimedia
metadata models and standards can be found in a report [13] by the W3C
Multimedia Semantics Incubator Group or in the overview® of the current W3C
Media Annotations Working Group. The examples mentioned have been selected
to show the variety of the different multimedia metadata models that exist today.

5 Multimedia Metadata Ontology

For defining our Multimedia Metadata Ontology (M30O), we leverage Semantic
Web technologies and follow a pattern-oriented ontology design approach. We
identified five core patterns required to express metadata for multimedia con-
tent. These patterns model the basic structural elements of existing metadata
formats and conceptual models. In order to realize a specific metadata standard
or metadata model in M30, these patterns need to be specialized. The patterns
base on the foundational ontology DOLCE+DnS Ultralight? and are formal-
ized using Description Logics [14]. By this, we provide a clear semantics of the
patterns and their elements. We achieve an improved formal representation of
the metadata compared to existing models. In addition, such a generic model is
not limited to a single media type such as images, video, text, and audio but
provides support for structured multimedia content as it can be created with
today’s multimedia presentation formats such as SMIL, SVG!?, and Flash!!.

Furthermore, implementing the M30O using Semantic Web technologies is a
promising approach, as it allows for representing rich metadata and multimedia
semantics. Thus, it provides the infrastructure to represent both high-level se-
mantic annotation with background knowledge as well as the annotation with
low-level features extracted from the multimedia content. In addition, existing
standardized multimedia presentation formats such as SMIL and SVG explicitly
define the use of the Semantic Web standard RDF [15] for modeling the anno-
tations. Semantic Web technologies ease the use of formal domain ontologies,
leverage the employment of reasoning services, and provide the means to exploit
the growing amount of Linked Open Data!? available on the web.

8 http://www.w3.org/2008/WebVideo/Annotations/drafts/ontology10/WD/
mapping_table.html
9 http://ontologydesignpatterns.org/wiki/Ontology:DOLCE+DnS_Ultralite
10 http://www.w3.org/Graphics/SVG/
" http://www.adobe.com/de/products/flashplayer/
2 http://linkeddata.org/



In the following, we introduce three basic patterns from DOLCE+DnS Ultra-
light that we use for our model. Subsequently, we present two patterns provided
by M3O for multimedia annotation and multimedia decomposition.

5.1 DOLCE+4DnS Ultralight Patterns

The Descriptions and Situation Pattern allows for the representation of contex-
tualized views on the relations of a set of individuals and is depicted in Figure 2a.
It provides a formally defined mechanism to view relations among individuals
within a context, and assign roles or types that are only valid within this context.

The pattern consists of a Situation that satisfies a Description. The Description
defines the roles and types present in a context, called Concepts. Each Concept
classifies an Entity. The entities are the individuals that are relevant in a given
context. Each Entity is connected to the situation via the hasSetting relation.
Furthermore, the concepts can be related to other concepts by the isRelated-
ToConcept relation in order to express their dependency. The Descriptions and
Situations Pattern therefore expresses an n-ary relation among a set of entities.
The concepts determine the roles that the entities play within this context.

The information realization pattern in Figure 2b models the distinction be-
tween information objects and information realizations. An example is the lec-
ture from our scenario and its realization as a SMIL presentation. The lecture
would be the information object, while the SMIL presentation is the information
realization. The same information can be realized in different ways. The pattern
consists of the InformationRealization that is connected to the InformationObject
by the realizes relation. Both are subconcepts of InformationEntity, which will
make presentation of our M3O patterns easier.

With ontologies, we can use abstract concepts and clearly identifiable indi-
viduals to represent data and to perform inferencing over the data. However, at
a certain point one will need to represent concrete data values, such as strings or
numerical values. The Data Value Pattern (depicted in Figure 2c) assigns a con-
crete data value to an attribute of that entity. The attribute is represented by the
concept Quality and is connected to the Entity by the hasQuality property. The
Quality is connected to a Region by the hasRegion relation. The Region models
the data space the value comes from. We attach the concrete value to the Region
using the relation hasRegionDataValue. The data value is encoded using typed
literals, i.e., the datatype can be specified using XML Schema Datatypes [16].
Using the hasPart relation, we can also express structured data values, such as
present in MPEG-7.

5.2 Annotation Pattern

Annotation denotes the description of some entity in terms of a note or an expla-
nation'3. In the context of a computer system, annotation usually refers to the
description of some document stored on the computer. An example might be the

13 Merriam-Webster Online, http://www.merriam-webster . com.
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tagging of images on Flickr!4. More generally speaking, we can define annotation
as the attachment of metadata to an information entity on a computer system.

As we have discussed in Section 4, metadata comes in a various forms, such
as low-level descriptors obtained by automatic methods, non-visual information
covering authorship and technical details, or semantic annotation, aiming at a
formal and machine-understandable representation of the contents. We identi-
fied that the underlying basic structure of annotation is always the same. Our
annotation pattern models this basic structure and allows for assigning arbi-
trary annotations to information entities, while providing the means for modeling
provenance and context.

The Annotation Pattern depicted in Figure 2d is a specialization of the De-
scriptions and Situations pattern and consists of an AnnotationSituation that
satisfies an AnnotationDescription. The description defines at least one Annotate-
dIEConcept that classifies each InformationEntity that is annotated by an instance
of this pattern. The InformationEntity has as setting the AnnotationSituation.
Each metadata item is represented by an Entity that is classified by an Annota-
tionConcept. Furthermore, we can express provenance and context information
using the second part of the pattern. A Method that is classified by some Metho-
dRole might specify how this annotation was produced. An example could be
an agorithm or a manual annotation. We can further describe details, such as
parameters, of the applied Method using a number of entities included in the
IEAnnotationSituation that are classified by MethodConcepts, which are related
to the MethodRole. In case of concrete data values for the metadata or the param-
eters, the Data Value Pattern is used. Please note that in the case of structured
data values, also the MethodConcepts might have parts. This is expressed by the
hasPart relation that classifies the parts of the Region.

5.3 Decomposition Pattern

Our Decomposition Pattern models the decomposition of information entities,
e.g., the decomposition of a SMIL presentation into its logical parts or the seg-
mentation of an image. After a decomposition, there is a whole, the composite,
and there are the parts, the components. We decided to call this pattern Decom-
position Pattern, since from a metadata point of view we decompose the media
into parts, which we want to annotate further. Obviously, the same pattern can
also be viewed as a composition of media elements and might be used like that.
The Decomposition Pattern consists of an IEDecompositionDescription that
defines exactly one CompositeConcept and at least one ComponentConcept. The
CompositeConcept classifies an InformationEntity, which is the whole. Each Com-
ponentConcept classifies an InformationEntity, which are the parts. We can further
specify a Method which generated the composition, and which is classified by a
MethodRole. The Method can further be described by entities that are classified
by Concepts, providing the means to model parameters or more abstract reasons
for this decomposition. This part of the pattern is similar to the Annotation
Pattern. All classified entities have the IEDecompositionSituation as setting.

" http://flickr.com/



It is important to note that in cases of structured multimedia content there is
already composition information available in the media itself. A SMIL file, e.g.,
contains information about how single media assets are arranged. However, with
M30O we aim at representing metadata about parts of the media that are not
necessarily equal to or included in the physical structure defined in the SMIL
file.

6 Application of M30O

We demonstrate the application of our Multimedia Metadata Ontology at the
example of the scenario in Section 2. For reasons of brevity, we present the core
aspects of our model, namely the information realization, decomposition, and an-
notation of multimedia. Decomposition and annotation are only demonstrated
on the information object level. More elaborate examples, up-to-date documen-
tation, and discussions will be available from our wiki'®. In the following, we
use the term individual when we refer to concrete objects and the term concept
when we refer to concepts of the M3O ontology. Please note that within an in-
stantiation of a pattern only individuals appear. Additionally, we use terms like
image or presentation in order to refer to the information object, and terms like
image file or SMIL presentation when we refer to their realization.

We start with an example of how to apply the Information Object Pattern in
order to represent the two basic levels of our model, i.e., the information object
and the information realization. In this example, we consider two realizations of
our presentation, namely one based on SMIL and one based on Flash.

In Figure 3a, we can see that there is one individual presentation-1 of type
StructuredMultimediaContent, which is a subclass of InformationObject. The files
are represented by the individuals presentation-realization-1 and presentation-
realization-2, which realize the presentation. They are of type SMILFile and Flash-
File, which are subclasses of InformationRealization. Further information about
the realization such as storage location, size, access rights, and others can be
added using the annotation pattern.

In Figure 3b, the application of the Annotation Pattern is shown. The de-
scription defines four roles. The first two roles are an AnnotatedlORole and a
SemanticLabelRole. The former classifies the individual presentation-1 and ex-
presses that this is the information object being annotated. This individual is
the same used in the Information Realization pattern in Figure 3a. The latter
classifies the individual Risk_Society from DBpedia, which thus represents the
semantic label. We exemplify the support of our patterns for context and prove-
nance by including information about the author. The MethodRole classifies a
ManualAnnotation, and thus expresses that this image was labeled manually. We
specify the author of this annotation by classifying some individual carsten us-
ing the AuthorRole. The AuthorRole isConceptRelatedTo MethodeRole, expressing
that carsten is the author of this manual annotation.

5 http://semantic-multimedia.org/index.php/M30:Documentation
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Subsequently, we present the decomposition of the presentation into logical
components that we want to annotate further. We can describe the decomposi-
tion both on the information object level and on the information realization level.
However, in this paper we focus on the information object level. In Figure 3c
we show the logical decomposition of the presentation into two parts represent-
ing the positive and negative aspects of nuclear energy, respectively. We further
demonstrate the decomposition of the first part into the two images of Albert
Einstein and the Times Square.

The upper part of Figure 3c shows the first composition, the lower half the
second one. We see that the 10DecompositionDescription defines the Compos-
iteRole and two ComponentRoles. The CompositeRole classifies the individual
presentation-1, which is again the information object representing our presen-
tation. The ComponentRoles classify the two InformationObjects named part-1
and part-2, representing the two logical parts of the presentation. The lower half
shows how the first part of the image, represented by part-1, which is further
decomposed into the two images present in this part, represented by image-1 and
image-2. The individual part-1 plays the ComponentRole in the first composition
and the CompositeRole in the second one.

Finally, we demonstrate the annotation of an image file with EXIF meta-
data. Please note that we attach the EXIF descriptor to the realization image-
realization-2, which represents the JPEG file realizing the image from the Times
Square. The basic pattern is the same as in the example of the semantic anno-
tation. Annotating an information entity with low-level or semantic metadata
follows the same underlying structure and only the kind of metadata is different.
We use an EXIFAnnotationSituation that satisfies the EXIFAnnotationDescription
in order to represent that this annotation is an EXIF descriptor. The description
defines a EXIFGeoParameter that parametrizes a GeoPoint, which is the Region.
In order to represent the coordinates, we employ the Data Value Pattern, at-
taching latitude and longitude using the WGS84 vocabulary, i.e., geo:lat and
geo:long [17] and use a GeolocationQuality as the quality of the image.

7 Conclusions and Future Work

In this paper, we presented the Multimedia Metadata Ontology (M30O) that aims
at capturing the structural elements of today’s multimedia metadata models and
metadata standards. The M30 introduces core ontology patterns for annotations
and decomposition of multimedia content. It clearly distinguishes between the
information object and its realization. It supports both the representation of
high-level semantic annotation with background knowledge as well as the anno-
tation with low-level features extracted from the multimedia content. With the
M3O, we can better describe multimedia content and integrate the metadata
provided with today’s models. The current patterns presented are available in
OWL at http://m3o.semantic-multimedia.org/ontology/2009/09/16/.
Future work is to demonstrate the general applicability and support for the
different aspects of today’s metadata models by providing a set of default mod-
ules covering, e.g., the well established EXIF standard and rich semantic anno-



tation. We also need to integrate further aspects of existing conceptual mod-
els [10-12]. Tt is also aimed at supporting new requirements that may occur in
future.
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