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Abstract. This position paper is concerned with the reference in com-
puter science. We have a formal representation of lazy references in con-
trast to eager and failure ones. The representation problem is motivated
by static analysis in Web accessibility. A fixed point theory is adopted
for such an analysis.

1 Introduction

To make analyses in Web usability or accessibility, we aim at capturing the link
situation on the Web sites and referential relations among Web site pages. For
an apperception of the link structure, this position paper deals with static anal-
ysis of relations of references which are concretized as Web site pages. The total
reference structure is described by a fixed point of an associated mapping for the
structure. As regards static analysis, several frameworks have been well estab-
lished. Hybrid logic, which involves both state-dependent and modal operators,
is a formal system with logical meanings of states and worlds ([1, 2]). Relations
between the events are discussed through predicates in classical and modal logic
([3, 9]). The event as the cause-and-effect relationship is made clear from the
view of rule-based system ([21]). Correlation between action and knowledge has
also been studied ([14]). A mathematical behaviour of action is formulated in
[13], while action may be captured by modal logic ([6]). The agent technology
style is current as in [15], where algebraic approach to process originates from
[8, 12] such that a logical viewpoint is given in the paper ([10]). A multi-agent is
well designed in terms of modal logic ([7]).

In this position paper, based on the first-order logic (or the propositional
logic) analysis approach ([5]), we see a mathematical aspect of reference struc-
tures relevant to Web site pages with fixed point theory. A Web site page recur-
sively includes page references, where the page is itself a reference from other
site pages. So far we see that there is a simple structure for some page A as
a primary one: A primary reference A (recursively) includes references B1, . . . ,
Bn, where A may be referred to by others, and some of B1, . . . , Bn may not be
available without any correct link. As regards how to make use of the references,
we can think that:

– To visit the (page) reference is regarded as eager.
– Not to visit (but to see only the name of) the (page) reference is regarded

as lazy.



– Non-available reference for visit is regarded as a failure.

Whether or not a (page) reference is visited is supposedly determined by the
user (visitor). The primary reference (which the user now pays attention to and
which includes other references in) is thus interpreted as:

(i) eager if all the included references are eager.
(ii) lazy if it never occurs as a primary one such that it is designated as lazy, or

if it is a primary one where at least one included reference is not eager and
other included references are eager or lazy.

(iii) a failure if it is not available as a primary one, or if a primary reference with
at least one included reference is a failure.

Note that the primary reference is interpreted as eager if it contains no reference.
The classification of eager and lazy references for this case looks like the standard
evaluation about call-by-value (eager) and call-by-name (lazy) modes of [17].
We then have a problem to see what set of lazy references is. The set of all
considerable references is still finite, but it must be large enough to want to
have a treatment to cover the case that the set may be countably infinite. A
fixed point theory for the complete lattice is a technique as in [11, 18], to be
incorporated into analysis and classification of eager and lazy reference sets,
where the references are organized likely by recursive rule structures of the form:
the reference including reference sequences.

2 Representation of References

In this paper, we consider recursive structures of references, which are given as
a set of finite or countably infinite rules of the form A � A1 . . . Al (l ≥ 0), where
A, Ai are references. A is the head, while A1 . . . Al is the successor (sequence).
We suppose in a set of rules that each head is followed by a unique successor.

Syntactically, we assume:

(i) a set P of rules of the form A � A1 . . . Al (l ≥ 0) where any two rules with
the same head, A � B1 . . . Bm and A � C1 . . . Cn, have the same successor,
and

(ii) a set BP of all references occurring in the set P .

The interpretation of references is defined as eager, lazy and a failure: Assume
a set P of rules. Given a set L, we have inferences to inductively define the
predicates eager and lazyL which are mutually exclusive:

(ir1) A� is in P
eager(A)

(ir2)

A � A1 . . . Am is in P (m > 0)
for all Ai (1 ≤ i ≤ m), eager(Ai)

eager(A)
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(ir3)

A does not occur in the head of any rule
A is in L

lazyL(A)

(ir4)

A � A1 . . . Am is in P (m > 0)
for all Aj (1 ≤ j ≤ m), eager(Aj) or lazyL(Aj)
for some Ak (1 ≤ k ≤ m), not eager(Ak)

lazyL(A)

Semantically, we say that:

(i) If eager(A), the reference A is eager.
(ii) If lazyL(A), the reference A is lazy.
(iii) If neither eager(A) nor lazyL(A), the reference A is a failure.

Example 1. Assume a set P containing: (i) A � B, and (ii) B � A C. Note that
neither a rule A� nor a rule A � B, C can be included into the set P , as long as
the rule A � B (with the head A) is in P . What set of references may be lazy?
To see it, we have exhaustive cases:

(1) A, B, C are failures, unless there is some lazy reference.
(2) C may be lazy, whether or not both of A and B are lazy. Neither A nor B

can be lazy, if C still remains to be a failure.
(3) For A and C to be lazy, all the A, B, C are lazy. Similarly for B and C to

be lazy, all are lazy.

A mapping TP : 2BP → 2BP is defined to be

TP (I) = {A | ∃A � A1 . . . Al ∈ P. A1, . . . , Al ∈ I}.

Note that the mapping TP is similar to the mapping associated with a logic
program ([11]), such that it collects eager references based on the set I of eager
references. Such a mapping is often adopted. As easily seen, if I ⊆ J , then
TP (I) ⊆ TP (J), that is, TP is monotone. In what follows, we have the notation:

T n
P (I) =

{

I (n = 0)
TP (T n−1

P (I)) (n > 0)

for a subset I ⊆ BP . The mapping TP is continuous: For any ω-chain I0 ⊆ I1 ⊆
I2 ⊆ . . . ,

∪k∈ω TP (Ik) = TP (∪k∈ω Ik).

Thus TP has the least fixed point, ∪n∈ω T n
P (∅), which is denoted by lfp(TP ).

The following mapping looks like the one for logic programs with negation
(as in [16, 19, 20]), but the present usage is not relevant to the treatment of
negations in 3-valued logic. To capture the set of lazy references, we make use
of the following mapping SP . With respect to a subset K ⊆ BP ,

P [K] = {A � A1 . . . Am |
∃A � A1 . . . AmB1 . . . Bn ∈ P (m ≥ 0, n ≥ 0). B1, . . . , Bn ∈ K}.

Note that P [∅] = P . A mapping SP : 2BP → 2BP is defined to be
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SP (K) = ∪j∈ω T
j

P [K](∅) = lfp(TP [K]).

The set SP (K) denotes the collection of eager and lazy references based on the
set K of lazy references. It follows that SP (∅) = lfp(TP [∅]) = lfp(TP ). When
J ⊆ K, A ∈ T i

P [J](∅) ⇒ A ∈ T i
P [K](∅). It is because:

(i) (basis) In case that i = 0, it trivially holds.

(ii) (induction step) In case that i > 0:

A ∈ T i
P [J](∅)

⇒ ∃A � A1 . . . Am ∈ P [J ]. A1, . . . , Am ∈ T i−1
P [J](∅)

⇒ ∃A � B1 . . . Bn ∈ P [K] such that {B1, . . . , Bn} ⊆ {A1, . . . , Am}

It follows that B1, . . . , Bn ∈ T i−1
P [J](∅). By induction hypothesis, we can

assume that B1, . . . , Bn ∈ T i−1
P [J](∅) ⇒ B1, . . . , Bn ∈ T i−1

P [K](∅). Therefore A ∈

T i
P [K](∅).

This concludes that SP (J) = ∪i∈ω T i
P [J](∅) ⊆ ∪i∈ω T i

P [K](∅) = SP (K). That

is, the mapping SP is monotone. By monotonicity of SP , SP (Ji) ⊆ SP (∪i∈ω Ji)
for any ω-chain J0 ⊆ J1 ⊆ J2 ⊆ . . .. Thus ∪i∈ω SP (Ji) ⊆ SP (∪i∈ω Ji). On
the other hand, to show the opposite subset relation, we firstly assume that
A ∈ SP (∪i∈ω Ji). Then:

A ∈ SP (∪i∈ω Ji)

⇒ ∃j ∈ ω. A ∈ T
j

P [∪i∈ω Ji]
(∅)

⇒ ∃k ∈ ω. A ∈ T
j

P [Jk](∅)

⇒ A ∈ ∪j∈ω T
j

P [Jk](∅) = SP (Jk)

Therefore SP (∪i∈ω Ji) ⊆ SP (Jk) for some k ∈ ω such that SP (∪i∈ω Ji) ⊆
∪k∈ω SP (Jk). That is, SP is continuous. By means of the definition of SP (K)
with respect to the mapping TP [K], SP (K) is the least fixed point of TP [K] such
that we can see the following lemma.

Lemma 1. (1) For any A � A1 . . . Am ∈ P [K] (m ≥ 0),

A1, . . . , Am ∈ SP (K) iff A ∈ SP (K).

(2) For any A � A1 . . . Am ∈ P (m ≥ 0),

A1, . . . , Am ∈ SP (K) ∪ K iff A ∈ SP (K).

(3) For any A � A1 . . . Am ∈ P (m > 0),

A1, . . . , Am ∈ SP (K) ∪ K and there is at least one Ai 6∈ SP (∅)
iff A ∈ SP (K) − SP (∅).
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Proof. (1) For the rule A � A1 . . . Am ∈ P [K] (m ≥ 0):

A ∈ SP (K)
⇔ A ∈ ∪i∈ω T i

P [K](∅)

⇔ A1, . . . , Am ∈ ∪i∈ω T i
P [K](∅)

⇔ A1, . . . , Am ∈ SP (K)

(2) For the rule A�A1 . . . Am ∈ P (m ≥ 0), we can derive a rule A�B1 . . . Bn ∈
P [K] such that {B1 . . . Bn} ⊆ {A1 . . . Am}. The set {B1 . . . Bn} is obtained
by removing each Ai of {A1 . . . Am} for Ai ∈ K. By means of (1), B1 . . . Bn ∈
SP (K) iff A ∈ SP (K). Thus

A1, . . . , Am ∈ SP (K) ∪ K iff A ∈ SP (K).

(3) By means of (2), A1, . . . , Am ∈ SP (K) ∪ K (m ≥ 0) iff A ∈ SP (K). There
is some Ai 6∈ S(∅) iff A 6∈ SP (∅), by (2) for the case that K = ∅. It follows
that

A1, . . . , Am ∈ SP (K) ∪ K (m > 0) and there is at least one Ai 6∈ SP (∅)
iff A ∈ SP (K) − SP (∅).

3 Lazy Reference Set Related to Fixed Point

In this section, we examine the set of lazy references.

Lemma 2. Assume the set P of rules. A reference A is in SP (∅) iff it is eager.

Proof. (1) Assume eager(A).
(i) If eager(A) by means of (ir1), then A� is in P such that A ∈ SP (∅) (by

Lemma 1 (2)).
(ii) If eager(A) by means of (ir2), then a rule A � A1 . . . Am is in P and for

all Ai (1 ≤ i ≤ m), the predicates eager(Ai) are supposed. By induction
hypothesis for eager(Ai) (1 ≤ i ≤ n), Ai ∈ SP (∅), such that by Lemma
1 (2), A ∈ SP (∅). This completes the induction.

(2) Assume that A ∈ SP (∅). We prove it by induction on m for the rule A �

A1 . . . Am (m ≥ 0), with respect to A ∈ SP (∅).
(i) If m = 0, that is, A� is in P , then eager(A) (by the inference (ir1)).
(ii) If m > 0 such that A � A1 . . . Am is in P , by induction hypothesis of

eager(Ai) (1 ≤ i ≤ m) for Ai ∈ SP (∅), we have eager(A) with the
inference (ir2). This completes the induction.

Lemma 3. Assume the set P of rules. A reference A ∈ BP does not occur in
the head of any rule iff A ∈ SP (BP ).

Proof. (i) Assume that the reference A occurs in the head of some rule such that
there is a rule A�A1 . . . Am in P (m ≥ 0). It follows that A� is in P [BP ]. Thus
A ∈ TP [BP ](∅) ⊆ SP (BP ).
(ii) On the other hand, assume that A ∈ SP (BP ). Then A ∈ SP (BP ) =
∪i∈ω T i

P [BP ](∅), which demonstrates that A occurs in the head of some rule.
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For the lazy reference, we need the superset relation L ⊇ SP (L) − SP (∅)
for a subset L ⊆ BP . By Lemma 2, a set of lazy references has no common
reference with the set SP (∅) (the set of eager references). Assume a set M ⊆
SP (BP ) ⊆ SP (∅) such that M may be a set of references not occurring in the
heads and be designated as lazy. We next investigate a fixed point of the equation
L = (SP (L)−SP (∅))∪M for some M ⊆ SP (BP ) by the following two theorems.

Theorem 1. The set P of rules is supposedly given, where L ⊆ SP (∅). If L =
{A | lazyL(A)},

L = (SP (L) − SP (∅)) ∪ M for some set M ⊆ SP (BP ).

Proof. If L = ∅, then the theorem trivially holds. Assume that L = {A |
lazyL(A)} 6= ∅. Suppose lazyL(A) (A ∈ L by the assumption). We prove in-
ductively that:

– A ∈ L occurs in the head of some rule iff A ∈ SP (L) − SP (∅).
– A ∈ L does not occur in the head of any rule iff A ∈ M for some M ⊆

SP (BP ).

We see that:

A occurs in the head of some rule
⇔ there is a rule A � A1 . . . Am ∈ P (m > 0) such that

∃Ai. (Ai is not eager), and
∀Aj . (Aj is eager or lazy)

⇔ there is a rule A � A1 . . . Am ∈ P (m > 0) such that:
∃Ai.(Ai 6∈ SP (∅)) and ∀Aj .(Aj ∈ SP (L) ∪ L)

⇔ A ∈ SP (L) − SP (∅)
(by Lemma 1 (3))

A ∈ L does not occur in the head of any rule iff A ∈ SP (BP ) (Lemma 3) such
that A ∈ M for some M ⊆ SP (BP ). This completes the proof.

Lemma 4. Assume a fixed point L of the equation L = (SP (L) − SP (∅)) ∪ M

for some set M ⊆ SP (BP ). Then

(i) L ⊆ SP (∅).
(ii) SP (L) − SP (∅) ⊆ SP (SP (∅)).

(iii) M ⊆ SP (SP (∅)).

Proof. (i) SP (L) − SP (∅) ⊆ SP (∅). M ⊆ SP (BP ) ⊆ SP (∅). It follows that
L ⊆ SP (∅).
(ii) By (i), applying the monotone mapping SP , SP (L) ⊆ SP (SP (∅)). Then
SP (L) − SP (∅) ⊆ SP (SP (∅)).
(iii) Since SP (SP (∅)) ⊆ SP (BP ) by monotonicity of the mapping of SP , SP (BP )

⊆ SP (SP (∅)). On the assumption that M ⊆ SP (BP ), M ⊆ SP (SP (∅)).

In Lemma 4, we suppose that a set M is designated as lazy.
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Theorem 2. Assume that a set P of rules is given, such that L = (SP (L) −
SP (∅)) ∪ M where M ⊆ SP (BP ). Then L = {A | lazyL(A)}.

Proof. If L = ∅, the theorem trivially holds. We now suppose that L 6= ∅.
(1) Take any reference A ∈ L. We prove inductively with the following cases (i)
and (ii) that lazyL(A). (It follows that L ⊆ {A | lazyL(A)}.)

(i) Assume that A ∈ SP (L) − SP (∅) 6= ∅.

A ∈ SP (L) − SP (∅)
⇒ there is a rule A � A1 . . . Am (m > 0) in P such that:

A1, . . . , Am ∈ SP (L) ∪ L and at least one Ai is not in SP (∅)
(by Lemma 1 (3))

⇒ there is a rule A � A1 . . . Am (m > 0) in P such that:
A1, . . . , Am are eager or lazy, and at least one Ai is not eager

(by induction hypothesis) : Aj ∈ SP (L) − SP (∅) ⇒ Aj is lazy;
Aj ∈ SP (∅) ⇒ Aj is eager; Aj ∈ L − (SP (L) − SP (∅)) ⇒ Aj is lazy

⇒ A is lazy, that is, lazyL(A)

(ii) Assume that A ∈ M ⊆ SP (BP ). By Lemma 3, A does not occur in the head
of any rule. If A ∈ L, then lazyL(A).
By (i) and (ii), we conclude that L ⊆ {A | lazyL(A)}.

(2) We next prove that if lazyL(A) then A ∈ L.

(i) If A occurs in the head of some rule, then there is a rule A �A1 . . . Am such
that each Aj is eager or lazy (Aj ∈ SP (∅) ∪ L), and at least one Ai is not
eager (Ai 6∈ SP (∅)). It follows that A ∈ SP (L) − SP (∅) ⊆ L.

(ii) If A does not occur in the head of any rule, A ∈ L because of lazyL(A).

As the conclusion of (2), L ⊇ {A | lazyL(A)}, by which we conclude that L =
{A | lazyL(A)}, as well as the proof (1). This completes the proof.

By Theorems 1 and 2, we see that L is a fixed point of the equation:

L = (SP (L) − SP (∅)) ∪ M for some set M ⊆ SP (BP )

iff L = {A | lazyL(A)}. As is seen, there is a least fixed point of the equa-
tion. Note that M ⊆ SP (BP ) is not uniquely determined for the equation
L = (SP (L) − SP (∅)) ∪ M . In the next section, instead of the equation L =
(SP (L) − SP (∅)) ∪ M , we take a superset relation L ⊇ SP (L) − SP (∅) without
such a set M .

4 Soundness and Completeness of Reference Laziness

We firstly have a soundness theorem of the predicate lazyL(A) (which states
that A is lazy with the set L ⊆ SP (∅)), with respect to membership of A in L

or in SP (L) − SP (∅) with some set L′, where
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SP (L) − SP (∅) ⊆ SP (L′) − SP (∅) ⊆ L′ ⊆ SP (∅).

Theorem 3. Given a set P of rules, assume lazyL(A), where L ⊆ SP (∅). Then

A ∈ L, or there is L′ such that A ∈ SP (L) − SP (∅) ⊆ SP (L′) − SP (∅) ⊆ L′ ⊆
SP (∅).

Proof. Assume that lazyL(A). (1) We prove inductively that A ∈ L, or A ∈
SP (L) − SP (∅) as follows:

(i) If A doe not occur in the head of any rule, A must be in L because of the
predicate lazyL(A).

(ii) If A occurs in the head of some rule, then:

there is a rule A � A1 . . . Am ∈ P (m > 0) such that:
∃Ai. (Ai is not eager), and
∀Aj . (Aj is eager or lazy)

⇒ there is a rule A � A1 . . . Am ∈ P (m > 0) such that:
∃Ai.(Ai 6∈ SP (∅)) and ∀Aj .(Aj ∈ SP (L) ∪ L)

⇒ A ∈ SP (L) − SP (∅)

(2) Now we assume the case that lazyL(A) such that A ∈ SP (L)− SP (∅). With
L0 = L and L1 = SP (L) − SP (∅), we have an ω-chain L1 ⊆ L2 ⊆ . . ., owing to
monotonicity of SP ,

SP (L0) − SP (∅) = L1

SP (L0 ∪ L1) − SP (∅) = L2

. . . . . .

. . . . . .

SP (∪i∈ω Li) − SP (∅) = ∪i≥1 Li

where SP (∪i∈ω Li) = ∪i∈ω SP (Li) by continuity of SP . Take L′ = ∪i∈ω Li ⊇
∪i≥1 Li. Then

A ∈ L1 ⊆ ∪i≥1 Li = SP (∪i∈ω Li) − SP (∅) = SP (L′) − SP (∅) ⊆ L′.

Because Li ⊆ SP (∅) (i ∈ ω) by the construction of Li, L′ = ∪i∈ω Li ⊆ SP (∅).
This completes the proof.

We next have a completeness theorem of the predicate lazyL(A) (which states
that A is lazy with the set L ⊆ SP (∅)), with respect to membership of A in
SP (L) − SP (∅), where

SP (L) − SP (∅) ⊆ L ⊆ SP (∅).

Theorem 4. Assume a set P of rules such that ∅ 6= SP (L) − SP (∅) ⊆ L for a

set L ⊆ SP (∅). If A ∈ SP (L) − SP (∅), then lazyL(A).

Proof. Assume that A ∈ SP (L) − SP (∅). By Lemma 1 (3), there is a rule
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A � A1 . . . Am (m > 0)

such that A1, . . . , Am ∈ SP (L) ∪ L and at least one Ai in in SP (∅). Because
A1, . . . , Am are all in SP (L)∪L and at least one Ai is in SP (∅), we see the cases
for each Aj :

(i) Aj ∈ L

(ii) Aj ∈ SP (∅) ⊆ SP (L) ⇒ eager(Aj) (by Lemma 2)
(iii) Aj ∈ SP (L)−SP (∅) ⊆ SP (L) ⇒ lazyL(Aj) (by induction hypothesis for Aj)

If Ai is in SP (∅), then Ai is in L or lazyL(Ai) excluding the case (ii). By the
inferences (ir3) and (ir4), we can conclude that lazyL(A).

5 Concluding Remarks

We have dealt with a finite or countably infinite set of rules, where the set of
lazy references is represented by means of fixed point approach. Practically only
a finite set is needed, where the theoretical considerations are available from
static analysis views as in this paper. Given a set of P of rules with a set L

of designated lazy references, we have soundness and completeness of reference
laziness in the following sense:

(1) (soundness) The predicate lazyL(A) (which states that the reference A is
lazy with the set L ⊆ SP (∅)) is sound with respect to membership of A in
L or in SP (L) − SP (∅), with some set L′ such that

SP (L) − SP (∅) ⊆ SP (L′) − SP (∅) ⊆ L′ ⊆ SP (∅).

(2) (completeness) The predicate lazyL(A) (which states that A is lazy with the
set L ⊆ SP (∅)) is complete with respect to membership of A in SP (L) −
SP (∅), where

SP (L) − SP (∅) ⊆ L ⊆ SP (∅).

In addition to the soundness, the designation of lazy references may step by
step construct some set L′ which is relative to the soundness of the predicate
lazyL(A) with respect to membership of A in SP (L) − SP (∅).

The set of finite-failure references (the finite-failure set) may be defined. This
is similar to finite failure of logic programming ([11]), however, a unique successor
(which may be the empty) for each head may be allowable in this case.

We can define the finite-failure set FFP to be FFP = ∪d∈ω FF d
P , where:

FF 0
P = {A ∈ BP | A does not occur in the head of any rule} − L,

FF d
P = {A ∈ BP | ∃A � A1 . . . Am ∈ P, ∃Ai. Ai ∈ FF d−1

P } − L (d > 0).

When L = ∅, regarding the reference as a proposition with the propositional
Horn logic, we have

FFP = ∩i∈ω T i
P (Bp) (where T i

P stands for i-times applications to the set BP ).
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If we allow the case that there are more than two rules with a head including
different successors, which is prohibited in the set of rules of this paper, the rule
set conceives the interpretation that the reference A is both eager and lazy. Even
if such a case is involved, the properties as in the propositional Horn logic may
be of use for the treatments of references. It may be a problem to see a relation
between the lazy reference set and the set ∩i∈ωT i

P (BP ). How we temporarily
have a set L may affect some reasonable considerations about the relation.
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