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Preface

The primary aim of the Italian Information Retrieval (IIR) workshop is to provide an
international meeting forum where Italian researchers, and especially early stage re-
searchers, from the domain of Information Retrieval and related disciplines can exchange
information and ideas, and present past results and innovative research developments in
an informal way. IIR 2010 took place at the University of Padova, Italy, on January
27-28, 2010 in conjunction with the Italian Research Conference on Digital Libraries
(IRCDL, January 28-29, 2010).

IIR 2010 contributions are related to different aspects of IR and present ideas ranging
from theoretical issues to system descriptions. Most contributors of IIR are PhD students
or early stage researchers. All the submissions (both long papers presenting new research
results and short papers synthesizing past research) were reviewed by members of the
Programme Committee and papers were selected on the basis of originality, technical
depth, style of presentation, and impact.
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ABSTRACT
In this paper we exploit Semantic Vectors to develop an IR
system. The idea is to use semantic spaces built on terms
and documents to overcome the problem of word ambiguity.
Word ambiguity is a key issue for those systems which have
access to textual information. Semantic Vectors are able
to dividing the usages of a word into different meanings,
discriminating among word meanings based on information
found in unannotated corpora. We provide an in vivo eval-
uation in an Information Retrieval scenario and we compare
the proposed method with another one which exploits Word
Sense Disambiguation (WSD). Contrary to sense discrimi-
nation, which is the task of discriminating among different
meanings (not necessarily known a priori), WSD is the task
of selecting a sense for a word from a set of predefined pos-
sibilities. The goal of the evaluation is to establish how
Semantic Vectors affect the retrieval performance.

Categories and Subject Descriptors
H.3.1 [Content Analysis and Indexing]: Indexing meth-
ods, Linguistic processing; H.3.3 [Information Search and
Retrieval]: Retrieval models, Search process

Keywords
Semantic Vectors, Information Retrieval, Word Sense Dis-
crimination

1. BACKGROUND AND MOTIVATIONS
Ranked keyword search has been quite successful in the

past, in spite of its obvious limits basically due to polysemy,
the presence of multiple meanings for one word, and syn-
onymy, multiple words having the same meaning. The result
is that, due to synonymy, relevant documents can be missed
if they do not contain the exact query keywords, while, due
to polysemy, wrong documents could be deemed as relevant.
These problems call for alternative methods that work not
only at the lexical level of the documents, but also at the
meaning level.

In the field of computational linguistics, a number of im-
portant research problems still remain unresolved. A specific

Appears in the Proceedings of the 1st Italian Information Retrieval
Workshop (IIR’10), January 27–28, 2010, Padova, Italy.
http://ims.dei.unipd.it/websites/iir10/index.html
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challenge for computational linguistics is ambiguity. Ambi-
guity means that a word can be interpreted in more than
one way, since it has more than one meaning. Ambiguity
usually is not a problem for humans therefore it is not per-
ceived as such. Conversely, for a computer ambiguity is one
of the main problems encountered in the analysis and gener-
ation of natural languages. Two main strategies have been
proposed to cope with ambiguity:

1. Word Sense Disambiguation: the task of selecting
a sense for a word from a set of predefined possibilities;
usually the so called sense inventory1 comes from a
dictionary or thesaurus.

2. Word Sense Discrimination: the task of dividing
the usages of a word into different meanings, ignoring
any particular existing sense inventory. The goal is to
discriminate among word meanings based on informa-
tion found in unannotated corpora.

The main difference between the two strategies is that dis-
ambiguation relies on a sense inventory, while discrimination
exploits unannotated corpora.

In the past years, several attempts were proposed to in-
clude sense disambiguation and discrimination techniques
in IR systems. This is possible because discrimination and
disambiguation are not an end in themselves, but rather “in-
termediate tasks” which contribute to more complex tasks
such as information retrieval. This opens the possibility of
an in vivo evaluation, where, rather then being evaluated
in isolation, results are evaluated in terms of their contribu-
tion to the overall performance of a system designed for a
particular application (e.g. Information Retrieval).

The goal of this paper is to present an IR system which
exploits semantic spaces built on words and documents to
overcome the problem of word ambiguity. Then we com-
pare this system with another one which uses a Word Sense
Disambiguation strategy. We evaluated the proposed sys-
tem into the context of CLEF 2009 Ad-Hoc Robust WSD
task [2].

The paper is organized as follows: Sections 2 presents
the IR model involved into the evaluation, which embodies
semantic vectors strategies. The evaluation and the results
are reported in Section 3, while a brief discussion about
the main works related to our research are in Section 4.
Conclusions and future work close the paper.

1A sense inventory provides for each word a list of all pos-
sible meanings.
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2. AN IR SYSTEM BASED ON
SEMANTIC VECTORS

Semantic Vectors are based on WordSpace model [15].
This model is based on a vector space in which points are
used to represent semantic concepts, such as words and doc-
uments. Using this strategy it is possible to build a vector
space on both words and documents. These vector spaces
can be exploited to develop an IR model as described in the
following.

The main idea behind Semantic Vectors is that words are
represented by points in a mathematical space, and words
or documents with similar or related meanings are repre-
sented close in that space. This provide us an approach to
perform sense discrimination. We adopt the Semantic Vec-
tors package [18] which relies on a technique called Random
Indexing (RI) introduced by Kanerva in [13]. This allows
to build semantic vectors with no need for the factorization
of document-term or term-term matrix , because vectors
are inferred using an incremental strategy. This method al-
lows to solve efficiently the problem of reducing dimensions,
which is one of the key features used to uncover the “latent
semantic dimensions” of a word distribution.

RI is based on the concept of Random Projection: the
idea is that high dimensional vectors chosen randomly are
“nearly orthogonal”. This yields a result that is compara-
ble to orthogonalization methods, such as Singular Value
Decomposition, but saving computational resources. Specif-
ically, RI creates semantic vectors in three steps:

1. a context vector is assigned to each document. This
vector is sparse, high-dimensional and ternary, which
means that its elements can take values in {-1, 0, 1}.
The index vector contains a small number of randomly
distributed non-zero elements, and the structure of this
vector follows the hypothesis behind the concept of
Random Projection;

2. context vectors are accumulated by analyzing terms
and documents in which terms occur. In particular the
semantic vector of each term is the sum of the context
vectors of the documents which contain the term;

3. in the same way a semantic vector for a document is
the sum of the semantic vectors of the terms (created
in step 2) which occur in the document.

The two spaces built on terms and documents have the
same dimension. We can use vectors built on word-space as
query vectors and vectors built on document-space as search
vectors. Then, we can compute the similarity between word-
space vectors and document-space vectors by means of the
classical cosine similarity measure. In this way we imple-
ment an information retrieval model based on semantic vec-
tors.

Figure 1 shows a word-space with two only dimensions. If
those two dimensions refer respectively to LEGAL and SPORT

contexts, we can note that the vector of the word soccer
is closer to the SPORT context than the LEGAL context, vice
versa the word law is closer to the LEGAL context. The an-
gle between soccer and law represents the similarity degree
between the two words. It is important to emphasize that
contexts in WordSpace have no tag, thus we know that each
dimension is a context, but we cannot know the kind of the
context. If we consider document-space rather than word-

Figure 1: Word vectors in word-space

space, document semantically related will be represented
closer in that space.

The Semantic Vectors package supplies tools for indexing
a collection of documents and their retrieval adopting the
Random Indexing strategy. This package relies on Apache
Lucene2 to create a basic term-document matrix, then it
uses the Lucene API to create both a word-space and a
document-space from the term-document matrix, using Ran-
dom Projection to perform dimensionality reduction without
matrix factorization. In order to evaluate Semantic Vectors
model we must modify the standard Semantic Vectors pack-
age by adding some ad-hoc features to support our evalua-
tion. In particular, documents are split in two fields, head-
line and title, and are not tokenized using the standard text
analyzer in Lucene.

An important factor to take into account in semantic-
space model is the number of contexts, that sets the dimen-
sions of the context vector. We evaluated Semantic Vectors
using several values of reduced dimensions. Results of the
evaluation are reported in Section 3.

3. EVALUATION
The goal of the evaluation was to establish how Semantic

Vectors influence the retrieval performance. The system is
evaluated into the context of an Information Retrieval (IR)
task. We adopted the dataset used for CLEF 2009 Ad-Hoc
Robust WSD task [2]. Task organizers make available doc-
ument collections (from the news domain) and topics which
have been automatically tagged with word senses (synsets)
from WordNet using several state-of-the-art disambiguation
systems. Considering our goal, we exploit only the monolin-
gual part of the task.

In particular, the Ad-Hoc WSD Robust task used existing
CLEF news collections, but with WSD added. The dataset
comprises corpora from “Los Angeles Times” and “Glasgow
Herald”, amounting to 169,477 documents, 160 test topics
and 150 training topics. The WSD data were automatically
added by systems from two leading research laboratories,
UBC [1] and NUS [9]. Both systems returned word senses
from the English WordNet, version 1.6. We used only the
senses provided by NUS. Each term in the document is an-
notated by its senses with their respective scores, as assigned
by the automatic WSD system. This kind of dataset sup-
plies WordNet synsets that are useful for the development
of search engines that rely on disambiguation.

In order to compare the IR system based on Semantic
Vectors to other systems which cope with word ambiguity

2http://lucene.apache.org/
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by means of methods based on Word Sense Disambiguation,
we provide a baseline based on SENSE. SENSE: SEmantic
N-levels Search Engine is an IR system which relies on Word
Sense Disambiguation. SENSE is based on the N-Levels
model [5]. This model tries to overcome the limitations of
the ranked keyword approach by introducing semantic lev-
els, which integrate (and not simply replace) the lexical level
represented by keywords. Semantic levels provide informa-
tion about word meanings, as described in a reference dic-
tionary or other semantic resources. SENSE is able to man-
age documents indexed at separate levels (keywords, word
meanings, and so on) as well as to combine keyword search
with semantic information provided by the other indexing
levels. In particular, for each level:

1. a local scoring function is used in order to weigh ele-
ments belonging to that level according to their infor-
mative power;

2. a local similarity function is used in order to compute
document relevance by exploiting the above-mentioned
scores.

Finally, a global ranking function is defined in order to com-
bine document relevance computed at each level. The SEN-
SE search engine is described in [4], while the setup of SEN-
SE into the context of CLEF 2009 is thoroughly described
in [7]

In CLEF, queries are represented by topics, which are
structured statements representing information needs. Each
topic typically consists of three parts: a brief TITLE state-
ment, a one-sentence DESCRIPTION, and a more complex
“narrative”specifying the criteria for assessing relevance. All
topics are available with and without WSD. Topics in En-
glish are disambiguated by both UBC and NUS systems,
yielding word senses from WordNet version 1.6.

We adopted as baseline the system which exploits only
keywords during the indexing, identified by KEYWORD.
Regarding disambiguation we used the SENSE system adopt-
ing two strategies: the former, called MEANING, exploits
only word meanings, the latter, called SENSE, uses two lev-
els of document representation: keywords and word mean-
ings combined.

The query for the KEYWORD system is built using word
stems in TITLE and DESCRIPTION fields of the topics.
All query terms are joined adopting the OR boolean clause.
Regarding the MEANING system each word in TITLE and
DESCRIPTION fields is expanded using the synsets in Word-
Net provided by the WSD algorithm. More details regarding
the evaluation of SENSE in CLEF 2009 are in [7].

The query for the SENSE system is built combining the
strategies adopted for the KEYWORD and the MEANING
systems. For all the runs we remove the stop words from
both the index and the topics. In particular, we build a
different stop words list for topics in order to remove non
informative words such as find, reports, describe, that occur
with high frequency in topics and are poorly discriminating.

In order to make results comparable we use the same index
built for the KEYWORD system to infer semantic vectors
using the Semantic Vectors package, as described in Section
2. We need to tune two parameters in Semantic Vectors:
the number of dimensions (the number of contexts) and the
frequency3 threshold (Tf ). The last value is used to dis-

3In this instance word frequency refers to word occurrences.

Topic fields MAP
TITLE 0.0892
TITLE+DESCRIPTION 0.2141
TITLE+DESCRIPTION+NARRATIVE 0.2041

Table 1: Semantic Vectors: Results of the performed
experiments

System MAP Imp.

KEYWORD 0.3962 -
MEANING 0.2930 -26.04%
SENSE 0.4222 +6.56%
SVbest 0.2141 -45.96%

Table 2: Results of the performed experiments

card terms that have a frequency below Tf . After a tuning
step, we set the dimension to 2000 and Tf to 10. Tuning
is performed using training topics provided by the CLEF
organizers.

Queries for the Semantic Vectors model are built using
several combinations of topic fields. Table 1 reports the re-
sults of the experiments using Semantic Vectors and different
combinations of topic fields.

To compare the systems we use a single measure of perfor-
mance: the Mean Average Precision (MAP), due to its good
stability and discrimination capabilities. Given the Average
Precision [8], that is the mean of the precision scores ob-
tained after retrieving each relevant document, the MAP
is computed as the sample mean of the Average Precision
scores over all topics. Zero precision is assigned to unre-
trieved relevant documents.

Table 2 reports the results of each system involved into
the experiment. The column Imp. shows the improvement
with respect to the baseline KEYWORD. The system SVbest

refers to the best result obtained by Semantic Vectors re-
ported in boldface in Table 1.

The main result of the evaluation is that MEANING works
better than SVbest; in other words disambiguation wins over
discrimination. Another important observation is that the
combination of keywords and word meanings, the SENSE
system, obtains the best result. It is important to note that
SVbest obtains a performance below the KEYWORD sys-
tem, about the 46% under the baseline. It is important
to underline that the keyword level implemented in SENSE
uses a modified version of Apache Lucene which implements
Okapi BM25 model [14].

In the previous experiments we compared the performance
of the Semantic Vectors-based IR system to SENSE. In the
following, we describe a new kind of experiment in which
we integrate the Semantic Vector as a new level in SENSE.
The idea is to combine the results produced by Semantic
Vectors with the results which come out from both the key-
word level and the word meaning level. Table 3 shows that
the combination of the keyword level with Semantic Vectors
outperforms the keyword level alone.

Moreover, the combination of Semantic Vectors with word
meaning level achieves an interesting result: the combina-
tion is able to outperform the word meaning level alone.
Finally, the combination of Semantic Vectors with SENSE
(keyword level+word meaning level) obtains the best MAP
with an increase of about the 6% with respect to KEY-
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System MAP Imp.

SV +KEYWORD 0.4150 +4.74%
SV +MEANING 0.3238 -18.27%
SV +SENSE 0.4216 +6.41%

Table 3: Results of the experiments: combination of
Semantic Vectors with other levels

WORD. However, SV does not contribute to improve the
effectiveness of SENSE, in fact SENSE without SV (see Ta-
ble 2) outperforms SV +SENSE.

Analyzing results query by query, we discovered that for
some queries the Semantic Vectors-based IR system achieves
an high improvement wrt keyword search. This happen
mainly when few relevant documents exist for a query. For
example, query “10.2452/155-AH” has only three relevant
documents. Both keyword and Semantic Vectors are able
to retrieve all relevant documents for that query, but key-
word achieves 0,1484 MAP, while for Semantic Vectors MAP
grows to 0,7051. This means that Semantic Vectors are more
accurate than keyword when few relevant documents exist
for a query.

4. RELATED WORKS
The main motivation for focusing our attention on the

evaluation of disambiguation or discrimination systems is
the idea that ambiguity resolution can improve the perfor-
mance of IR systems.

Many strategies have been used to incorporate semantic
information coming from electronic dictionaries into search
paradigms.

Query expansion with WordNet has shown to potentially
improve recall, as it allows matching relevant documents
even if they do not contain the exact keywords in the query
[17]. On the other hand, semantic similarity measures have
the potential to redefine the similarity between a document
and a user query [10]. The semantic similarity between con-
cepts is useful to understand how similar are the meanings
of the concepts. However, computing the degree of relevance
of a document with respect to a query means computing the
similarity among all the synsets of the document and all the
synsets of the user query, thus the matching process could
have very high computational costs.

In [12] the authors performed a shift of representation
from a lexical space, where each dimension is represented
by a term, towards a semantic space, where each dimen-
sion is represented by a concept expressed using WordNet
synsets. Then, they applied the Vector Space Model to
WordNet synsets. The realization of the semantic tf-idf
model was rather simple, because it was sufficient to index
the documents or the user-query by using strings represent-
ing synsets. The retrieval phase is similar to the classic tf-idf
model, with the only difference that matching is carried out
between synsets.

Concerning the discrimination methods, in [11] some ex-
periments in IR context adopting LSI technique are reported.
In particular this method performs better than canonical
vector space when queries and relevant documents do not
share many words. In this case LSI takes advantage of the
implicit higher-order structure in the association of terms
with documents (“semantic structure”) in order to improve
the detection of relevant documents on the basis of terms

found in queries.
In order to show that WordSpace model is an approach

to ambiguity resolution that is beneficial in information re-
trieval, we summarize the experiment presented in [16]. This
experiment evaluates sense-based retrieval, a modification of
the standard vector-space model in information retrieval. In
word-based retrieval, documents and queries are represented
as vectors in a multidimensional space in which each dimen-
sion corresponds to a word. In sense-based retrieval, docu-
ments and queries are also represented in a multidimensional
space, but its dimensions are senses, not words. The eval-
uation shows that sense-based retrieval improved average
precision by 7.4% when compared to word-based retrieval.

Regarding the evaluation of word sense disambiguation
systems in the context of IR it is important to cite SemEval-
2007 task 1 [3]. This task is an application-driven one, where
the application is a given cross-lingual information retrieval
system. Participants disambiguate text by assigning Word-
Net synsets, then the system has to do the expansion to
other languages, the indexing of the expanded documents
and the retrieval for all the languages in batch. The re-
trieval results are taken as a measure for the effectiveness of
the disambiguation. CLEF 2009 Ad-hoc Robust WSD [2] is
inspired to SemEval-2007 task 1.

Finally, this work is strongly related to [6], in which a first
attempt to integrate Semantic Vectors in an IR system was
performed.

5. CONCLUSIONS AND FUTURE WORK
We have evaluated Semantic Vectors exploiting an infor-

mation retrieval scenario. The IR system which we propose
relies on semantic vectors to induce a WordSpace model ex-
ploited during the retrieval process. Moreover we compare
the proposed IR system with another one which exploits
word sense disambiguation. The main outcome of this com-
parison is that disambiguation works better than discrimi-
nation. This is a counterintuitive result: indeed it should
be obvious that discrimination is better than disambigua-
tion. Since, the former is able to infer the usages of a word
directly from documents, while disambiguation works on a
fixed distinction of word meanings encoded into the sense
inventory such as WordNet.

It is important to note that the dataset used for the evalu-
ation depends on the method adopted to compute document
relevance, in this case the pooling techniques. This means
that the results submitted by the groups participating in the
previous ad hoc tasks are used to form a pool of documents
for each topic by collecting the highly ranked documents.
What we want to underline here is that generally the sys-
tems taken into account rely on keywords. This can produce
relevance judgements that do not take into account evidence
provided by other features, such as word meanings or con-
text vectors. Moreover, distributional semantics methods,
such as Semantic Vectors, do not provide a formal descrip-
tion of why two terms or documents are similar. The se-
mantic associations derived by Semantic Vectors are similar
to how human estimates similarity between terms or docu-
ments. It is not clear if current evaluation methods are able
to detect these cognitive aspects typical of human thinking.
More investigation on the strategy adopted for the evalua-
tion is needed. As future work we intend to exploit several
discrimination methods, such as Latent Semantic Indexing
and Hyperspace Analogue to Language.
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ABSTRACT
In this paper we present a general purpose solution to Web
content perusal by means of mobile devices, named Social
Context-Aware Browser. This is a novel approach for the
information access based on the users’ context, whose aim is
to retrieve what the user needs, even if she did not issue any
query. Our solution is built upon a social model that exploits
the collaborative efforts of the whole community of users
to control and manage contextual knowledge, related both
to situations and resources. This paper presents a general
survey of our solution, describing the idea and presenting an
implementation approach.

Categories and Subject Descriptors
H.3.3 [Information Storage and Retrieval]: Information
Search and Retrieval

Keywords
Context-aware retrieval, mobile search, social, folksonomy,
Web 2.0

1. INTRODUCTION
Context-aware computing is a computational paradigm

that has faced a rapid growth in the last few years, espe-
cially in the field of mobile devices. A key-role in this new
approach is played by the notion of context, that is roughly
described as the situation the user is in. This concept en-
closes important information that could be used to affect the
capabilities of mobile devices, adapting them to the user’s
needs. In particular, contextual data can be used to pre-
dict the user needs and to seek and retrieve information,
thereby reducing the complexity of the user-device interac-
tion and providing the right information in the right place
at the right time. From this point of view, because of the
huge amount of contextual information and its heterogene-
ity and uncertainty, the mobile and context-aware comput-
ing environments represent a new challenge for Information
Retrieval (IR). The combination of IR and context-aware
computing has been named context-aware retrieval [4].

These considerations guided us towards a new approach
to Web contents production and fruition, where contextual

Appears in the Proceedings of the 1st Italian Information Retrieval
Workshop (IIR’10), January 27–28, 2010, Padova, Italy.
http://ims.dei.unipd.it/websites/iir10/index.html

Copyright owned by the authors.

data are exploited to capture the dynamic nature of the user
needs, of the information available, and of the relevance of
this information, typical of a mobile user in the real world.
This approach is named Social Context-Aware Browser and
its novelty is threefold. First of all this is a new radical ap-
proach that aims at discovering “the query behind the con-
text”: to retrieve what the user needs, even if she did not
issue any query [7]. Second this is not a domain depen-
dent application, but a new generic way of interaction and
information access, able to adapt to every domain. Third,
as current models for context-awareness are too limited for
very general applications, this approach brings new models
built upon the social dynamics at the basis of Web 2.0.

This paper is structured as follows. We first briefly sur-
vey related work (Section 2), presenting the Context-Aware
Retrieval field and introducing the main ideas behind Web
2.0. We then describe our solution (Section 3), presenting
a general survey, the main ideas, and an implementation
approach. In Section 4 we present a brief discussion and fi-
nally we draw some conclusions and we present future work
(Section 5).

2. RELATED WORK

2.1 Context-Aware Retrieval
Context-Aware Retrieval (CAR) is an extension of clas-

sical Information Retrieval (IR) that incorporates the con-
textual information into the retrieval process, with the aim
of delivering information to the users that is relevant within
their current context [4]. CAR systems are concerned with
the acquisition of context, its understanding, and the appli-
cation of behaviour based on the recognized context [11].

Typical CAR applications present the following character-
istics [4]: a mobile user, i.e., a user whose context is chang-
ing; interactive or automatic actions, if there is no need to
consult the user; time dependency, since the context may
change; appropriateness and safety to disturb the user. Al-
though CAR applications can be both interactive and proac-
tive in their communication with the user, we concentrate
on the proactive aspects, since they are more relevant to
our proposal. Besides, we concentrate on the association
between CAR and mobile application, as they can be con-
sidered as the prime field for CAR [4].

An example of CAR system is the Ubiquitous Web [5], a
solution based on the spontaneous annotation by a commu-
nity of users of objects, places, and other people with Web
accessible content and services. A more general system is
represented by the MoBe framework [7]. In this applica-
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tion, a general inferential framework (based on ontologies
and Bayesian networks) combines the information coming
from sensors to infer new and more abstract contexts (user
activities, needs, etc.), that are used to retrieve and execute
the most relevant applications.

2.2 Web 2.0, the social web
With Web 2.0 [9] and social software we represent all web-

based services with “an architecture of participation”, that
is, an architecture featuring a high interaction level among
users and allowing users to generate, share, and take care
of the content. In the plenty of tools provided by Web
2.0, we are mainly focusing on social bookmarking and folk-
sonomies.

Social bookmarking is a method for organizing, search-
ing, and managing documents of interest among users. In
a social bookmarking system, users save links to documents
of interest in order to remember or share them with the
community. Social bookmarking is strictly related with the
concept of folksonomy, that is the practice of annotating
and categorizing content in a collaborative way, by means
of informal tags. Folksonomies, that is a portmanteau of
folk and taxonomy, allow users to easyly and informally de-
scrive documents and content. This represents a powerful
combination that has gained popularity as it allows a more
natural and simpler management of the knowledge. The use
of freely choosen categorizations and the collaborative as-
pect in fact allow also non-expert users to classify and find
information. Folksonomies and social bookmarking for ex-
ample are used in well-known Web 2.0 systems like Flickr1,
Youtube2, Del.icio.us3, etc.

Folksonomies however are criticized because the lack of
terminological control could lead to unreliable and inconsis-
tent results [3].

3. SOCIAL CONTEXT-AWARE BROWSER

3.1 Description
The Social Context Aware Browser (sCAB for short) [12]

is a general purpose solution to Web content navigation by
means of context-aware mobile devices. It allows a “physical
browsing”: browsing the digital world based on the situa-
tions in the real world. The main idea behind sCAB is to
empower a generic mobile device with a browser able to au-
tomatically and dynamically retrieve and load Web pages,
services, and applications according to the user’s current
context.

The sCAB acquires information related to the user and
the surrounding environment, by means of sensors installed
on the device or through external servers. This information,
combined with the user’s personal history and the commu-
nity behaviour, is exploited to infer the user’s current con-
text (and its likelihood). In the subsequent retrieval process,
a query is automatically built and sent to an external search
engine, in order to find the most suitable Web pages for the
sensed context and present them to the user.

As current models for context-awareness are too limited
for very general applications like the sCAB, this approach
brings new social models for CAR that exploit the collabo-

1www.flickr.com
2www.youtube.com
3www.del.icio.us.com

rative efforts of the community of users. The community, in
fact, is encouraged to define the contexts of interest, share,
use and discuss them, associate context to content (web
pages, applications, etc.), to have a dynamic and more user-
tailored context representation and to enhance the process
of retrieval based on users’ actual situation.

In particular users can freely interact with resources and
can define that a resource is useful (or not adapt) to their
current context, can associate resources to particular con-
texts, can explicitly define the context their are in, and fi-
nally can browse resources relevant for their current context.

3.2 Model

3.2.1 Context representation
We represent the context as a folksonomy. Each tag is

banally a keyword or string of text and represents a single
contextual value [8]. We divide the contextual tags into two
categories:

• Concrete tags: represent the information obtained by
a set of sensors. These information can be read from
the surrounding environment through physical sensors
(e.g., temperature sensor), or can be obtained by other
software (e.g., calendar) through logical sensors. Con-
crete tags that directly refers to sensors values are rep-
resented using the triple tags notation that are tags
that uses a particular syntax (namespace:predicate=value)
to define extra information.
For example, geo:longitude=12.456 is tag for the ge-
ographical longitude coordinate whose value is 12.456.
Other concrete tags, can be automatically obatined by
the sensed values (e.g. afternoon, summer, ...).

• Abstract tags: represent the high level contextual in-
formation that are freely associated by the users to
the concrete contexts, in order to detail their context
description. Some examples are: home, shopping, etc.

The difference between the two categories is faded since the
contexts cannot be unambiguously assigned to one or the
other category. However this partition is helpful in order
to distinguish the low level information coming from sen-
sors and the high level contextual information intoduced by
users.

The user context is a “cloud” composed by an undefined
number of concrete and abstract tags (Figure 1).

Figure 1: User’s current context.
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3.2.2 Operations
In the sCAB conceptual model [12] there are six main

operations. The first two are performed automatically and
continuosly by the system. With the inference operation
(Figure 2), starting from the concrete tags sensed by sensors,
the most relevant abstract tags are retrieved and become
part of the user’s context representation. Then with the
retrieval operation (Figure 2), starting from the set of all
the tags in the user’s current context, the most relevant
resources are retrieved. For example, starting from the GPS
coordinates, the system enhance the user’s context with the
abstract tags “walk out park dog”; then starting from all
the tags, the system retrieves resources relevant to the given
context, as Web pages that teaches how to train dogs, etc.

Figure 2: Inference and retrieval operations.

The other four operations are strictly related to the user
interaction: the main two are definition and annotation
(Figure 3). The definition is used to manage the contextual
information and it is performed when a user directly define
her context, or when she provides contextual tags during the
annotation of a resource. In particular, this operations man-
ages the associations between concrete and abstract tags,
and the strength of their relationships. The annotation on
the contrary is used to manage the association between con-
textual tags and resources and it is performed when the users
link resources to particular contexts. We can imagine a user
at a park with her dog: she wants to associate to her context
a particular Web page teaching dog training. For this reason
she bookmarks that resource with the contextual tags “out
dog park sunny train”. Doing so, first the added abstract
tags are related to the sensed concrete tags and for all the
users with a similar concrete tag cloud, these abstract tags
(or part of them) can become part of the their context rep-
resentation. Second, that particular Web page is enhanced
with all the tags, and it will be automatically proposed to
users every time they will be in a similar context.

As the users are the main actors in the process of context
definition and resource annotation, problems related to the
quality of context and resources are likely to appear. To
cope with this problem we propose the adoption of a social
evaluation/reputation mechanism. We exploit the ideas pre-
sented in [6]: every element in the model (users, contexts,
resources) has a score that increases or decreases based on
the community behavior. The score of each user is used to

Figure 3: Definition and annotation operations.

weight the operations she performs, while the scores of con-
textual tags and resources define their quality and relevance.
If a resource annotated with contextual information is never
used in that context, the related score decreases and more
relevant resources will stand out.

3.3 Implementation approach
Concrete and abstract tags, and resources are the main

elements in our implementation model. Concrete tags, as
output of sensors, are exploited to retrieve the most relevant
abstract tags, and in the same way all the tags are exploited
to retrieve the most relevant resources.

In the following sections we show an implementation pro-
posal and how the different operations in the model have
effect on the system, from a low level point of view.

3.3.1 Indexes
We exploit two indexes. In the first one, called contexts

index, abstract tags are indexed over concrete tags, while in
the second one, called resources index, resources are indexed
over the set of all tags (both concrete and abstract). The
proposed approach is community based, thus the indexes
and the inferential system are managed by remote servers
and not stored on the mobile device. Since the approach is
similar for both the indexes, we are going to show just the
first one.

The contexts index is a matrix that describes the fre-
quency of abstract tags over the concrete ones. Each column
corresponds to a concrete tag, and each row corresponds to
an abstract tag. Each entry in the matrix has three values
(Figure 4):

• Uij : represents the user that has associated the ab-
stract tag i to the concrete tag j first;

• Sij : a score that defines how relevant the abstract tag
i is for the concrete tag j. This value is in the interval
[0, 1];

• σij : steadiness value that defines how steady is the
association between the abstract tag i and the concrete
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tag j.

c1 c2 . . .

a1

a2 (U22, S22, σ22)
...

Figure 4: Contexts index example

Intuitively, since not all the abstract tags can be related
to all concrete tags, the proposed index will be a very sparse
matrix. At the same time, because of the very high number
of both concrete and abstract tags, the index can assume
very huge dimensions. However a lot of research is being
performed on indexes designing and analysis, also in the
CAR field [2]. The related discussion is out of the scope this
work.

3.3.2 Users’ score
In our approach two values are associated to each user

and they define the goodness of the user in working with
contextual information:

• SUc : a score that defines how good the user is in asso-
ciating concrete tags to abstract tags;

• SUr : a score that defines how good the user is in asso-
ciating resources to contexts;

As previously, we are concentrating only on the management
of values related to concrete and abstract tags, since the
approach is exactly the same working at the higher level of
tags and resources.

Every time a new relation between abstract and concrete
tags is created with a definition (“filling a hole” in the index),
the user who performed the operation is associated to that
relation. Then on the basis of how the community inter-
acts with those contextual information, the user’s score will
be update. It is calculated as follows: for each association
among tags ij performed by the user U , SUc corresponds to

the mean of the products
σij

σmax
× Sij , where σmax is the

max steadiness value in the index.
New associations have a low steadiness value, thus their

score, as their have not steadied yet, will have low influence
on the user’s score. Good associations will have high score
and steadiness values, and they will reflect on high users’
score. In the same way, low users’ scores are due to bad
associations between contextual tags. Since Sij ∈ [0, 1], also
SUc ∈ [0, 1].

In this approach, for simplicity, only new associations be-
tween tags are considered for the computation of the users’
score. An extension could consider all the existing associa-
tions. In this way a user is “good” because she defines good
new associations and because she exploits existing good as-
sociation.

3.3.3 Values update
The proposed indexes are not static, but the values related

to the association between concrete and abstract tags and
resources are continuosly updated, based on the interaction
of users with resources in context.

With every definition operation the values in the contexts
index are updated according to the following system (for the

values in the resources index with the annotation operation
the approach is similar) :

• σij(ti+1) = σij(ti) + SUc(ti)× β

• v =
σij(ti)× Sij(ti)± SUc(ti)× β

σij(ti+1)

• Sij(ti+1) =


v if v > 0
0 otherwise

where ti represents a discrete time instant and ti+1 the sub-
sequent time instant.

While the score is a value in the interval [0, 1], the steadi-
ness is an always increasing value. The higher the steadiness
of an association is, the more stable the association is, and
then the lesser effect each update operation will have. The
user’s score is exploited for the update of the values in the
index. It can both increase an association, or decrease it
(e.g. a user removes a tags from his context). The higher
the user’s score is, the more effective the update operation
will be. This means that good users have more influence on
the system than bad users. Finally, β is a parameter greater
than 0 and it is used to weight the user score: operation per-
formed explicitly by users (inclusion or removal of abstract
tags) have more effect than implicit update performed au-
tomatically based on the interaction of the community with
the resources.

3.3.4 Inference and retrieval
The inference and retrieval operations works respectively

on the first and second index, but they are similar, thus in
the following we are explaining just the inference one.

The approach is the following:

1. starting from the concrete tags in input, we consider
only the set of abstract tags that have been associated
at least with one of the concrete tags;

2. for each abstract tag we compute a rank value, to de-
fine an order of relevance for the abstract tags;

3. in order to limit the number of retrievd tags, we re-
trieve the abstract tags whose rank value is higher than
the mean of all rank values.

The rank value is computed following an adapted version
of the tf.idf weighting scheme. In particular for each consid-
ered abstract tag ai we have:

• A =
P

cj
σij × Sij , for each sensed concrete tag cj

• B =
|C|

|{c : ai ∈ c}| , where |C| is the total number of

sensed concrete tags, and |{c : ai ∈ c}| is the number
of concrete tags to which the abstract tag ai has been
associated;

• rank value = Aα × Bβ, where α, β are parameters
exploited to weight the different values.

Some considerations can be drawn. First, more are the
concrete tags in the current context to which an abstract
tag is associated, the higher will be its rank value. Second,
abstract tags with high score and steadiness will have an
higher rank value. Third, abstract tags related to particular
sets of concrete tags will have an higher rank value than
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very general ones that are associated to an high number of
concrete tags (high frequency).

In addition, starting from this basic approach, we can en-
hance the rank value computation exploiting other informa-
tion. For example a reasonable idea is to weight the tags
based on their age in the user’s context representation, giv-
ing more importance to the newest tag. In this we enhance
the importance of new contexts.

4. DISCUSSION
Although the conceptual ideas are clear, the implementa-

tion approach we propose is in an initial stage of definition.
We suggested a possible solution, but several are the ways
to refine it and several are the algorithms to be exploited.
For this reason the evaluation hold an important role in our
work: since different alternative solution exist, it is impor-
tant to evaluate them and compare their effectiveness.

Even if the knowledge related to the whole community is
exploited to infer and refine the current context of single
users, the proposed model differentiates the personal from
the community level, giving more importance to the first
one. For example if a user annotates a situation as “play”,
she is considered to be in“play”context, even if most people
annotate the same situation as “work”. On the contrary, if
a user is for the first time in a situation (e.g. location never
visited), her context is refined just with the information from
the community. Considering the previous example, as most
people annotate the situation with “work”, the user is con-
sidered to be in “work” context.

In the last case, the assumption performed by the system
in order to provide the user with relevant resources could be
wrong. However this is not a problem. Since we are working
with people, it will be hardly possible to provide results that
totally satisfy each user, due the intrinsic difference of views
and needs in a community. Rather our solution aims at and
averagely good behavior.

Talking about the indexes, we have seen how the related
information are changed dynamically based on community
interaction. However this is not the only possible approach.
We can imagine complementary approaches that can sup-
port the community statistical one. For example, we could
use some geographic gazetteer for associating geonames to
geographic coordinates provided from the concrete tags, so
as to reinforce the rank of associated abstract tags that con-
tain the same geographic names or names of close locali-
ties. The geonames could be useful also for retrieving more
relevant resources, those containing the geonames ore close
geonames.

5. CONCLUSIONS
In this paper we have presented the Social Context-Aware

Browser, a general purpose solution to Web content perusal
by means of mobile devices. The sCAB is a novel approach
for the information access based on context, where the com-
munity of users is called to manage the contextual knowl-
edge, both related to situations and resources, through col-
laboration and participation. In particular we presented a
general survey, the main ideas, and an implementation ap-
proach.

As future work we aim at implementing a prototype of the
proposed system, and, in particular, we suggest a multistage
approach, where implementation and evaluation processes

will proceed hand in hand. As first step we want to exploit
benchmarks to evaluate detailed implementation solutions,
like, for example, different algorithms to assess the relevance
of tags for situations and resources. After that, we plan to
apply an IIR evaluation methodology, involving users in a
controlled environments, following the ideas presented [1,
10]. Finally a broader user-centred evaluation will help us
to understand if the sCAB is effective in the real world.
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ABSTRACT
We present four new feature selection methods for ordinal
regression and test them against four different baselines on
two large datasets of product reviews.

1. INTRODUCTION
In (text) classification, feature selection (FS) consists in iden-
tifying a subset S ⊂ T of the original feature set T such
that |S| � |T | (ξ = |S|/|T | being called the reduction level)
and such that S reaches the best compromise between (a)
the effectiveness of the resulting classifiers and (b) the effi-
ciency of the learning process and of the classifiers. While
feature selection has been extensively investigated for stan-
dard classification, it has not for a related and important
learning task, namely, ordinal classification (OC – aka ordi-
nal regression). OC consists in estimating a target function
Φ : D → R mapping each object di ∈ D into exactly one of
an ordered sequence R = 〈r1 ≺ . . . ≺ rn〉 of ranks, by means

of a function Φ̂ called the classifier.
We here address the problem of feature selection for OC.

We use a“filter”approach, in which a scoring function Score
is applied to each feature tk ∈ T in order to measure the
predicted utility of tk for the classification task (the higher
the value of Score, the higher the predicted utility), after
which only the |S| top-scoring features are retained. We
have designed four novel feature scoring functions for OC,
and tested them on two datasets of product review data,
using as baselines the only three feature scoring functions for
OC previously proposed in the literature, i.e., the probability
redistribution procedure (PRP) function proposed in [4], and
the minimum variance (V ar) and round robin on minimum
variance (RR(V ar)) functions proposed in [2].

2. FEATURE SELECTION FOR OC
Our first method, V ar∗IDF , is a variant of the V ar method
described in [2], and is meant to prevent features occurring
very infrequently, such as hapax legomena, to be top-ranked,

∗This is a short summary of a paper forthcoming in the
Proceedings of the 25th ACM Symposium on Applied Com-
puting (SAC’10), Sierre, CH, 2010.
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which would obviously be undesirable. It is defined as

Score(tk) = −V ar(tk) ∗ (IDF (tk))a (1)

where IDF is the standard inverse document frequency and
a is a parameter (to be optimized on a validation set) that
allows to fine-tune the relative contributions of variance and
IDF to the product. Given that V ar(tk) = 0 implies that
Score(tk) = 0, we smooth V ar(tk) by adding to it a small
value ε = 0.1 prior to multiplying it by IDF (tk).

Our second method, RR(V ar∗IDF ), is a variant of V ar∗
IDF meant to prevent it from exclusively catering for a
certain rank and disregarding the others. It consists in (i)
provisionally “assigning” each feature tk to the rank closest
to the mean of its distribution across the ranks; (ii) sorting,
for each rank rj , the features provisionally assigned to rj

in decreasing order of their value of the Score function of
Equation 1; and (iii) enforcing a “round robin” policy in
which the n ranks take turns, for x

n
rounds, in picking their

favourite features from the top-most elements of their rank-
specific orderings.

Our third method, RR(IGOR), is based on the idea of
viewing ordinal classification on R = 〈r1 ≺ . . . ≺ rn〉 as the

generation of (n − 1) binary classifiers Φ̈j , each of which
is in charge of separating Rj = {r1, . . . , rj} from Rj =
{rj+1, . . . , rn}, for j = 1, . . . , (n − 1). For each feature tk
we thus compute (n − 1) different values of IG(tk, cj) (the
classic information gain function of binary classification),
by taking cj = r1 ∪ . . . ∪ rj and cj = rj+1 ∪ . . . ∪ rn, for
j = 1, . . . , (n−1). Similarly to RR(V ar ∗ IDF ), we (i) sort,

for each of the (n − 1) binary classifiers Φ̈j , the features in
decreasing order of IG(tk, cj) value, and (ii) enforce a round-

robin policy in which the (n − 1) classifiers Φ̈j take turns,
for x

n−1
rounds, in picking their favourite features from the

top-most elements of their classifier-specific orderings.
Our fourth method, RR(NC ∗ IDF ), directly optimizes

the chosen error measure E. Let us define the negative cor-
relation of tk with rj in the training set Tr as

NCTr(tk, rj) =

X
{di∈Tr | tk∈di}

E(Φ̃j , di)

|{di ∈ Tr | tk ∈ di}|

where Φ̃j is the“trivial”classifier that assigns all di ∈ D to rj

and E(Φ̂, di) represents the error that Φ̂ makes in classifying
di. Let the rank R(tk) associated to a feature tk be

R(tk) = arg min
rj∈R

NCTr(tk, rj)
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Dataset |Tr| |V a| |Te| 1 2 3 4 5
TripAdvisor-15763 10,508 3,941 5,255 3.9% 7.2% 9.4% 34.5% 45.0%

Amazon-83713 20,000 4,000 63,713 16.2% 7.9% 9.1% 23.2% 43.6%

Table 1: Main characteristics of the two datasets used in this paper; the last five columns indicate the fraction
of documents that have a given number of “stars”.
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Figure 1: Results obtained on the Amazon-83713
dataset. Results are evaluated with MAEM ; lower
values are better. “FFS” refers to the full feature
set (i.e., no feature selection), while “Triv” refers to
uniform assignment to the 3 Stars class.

We can now define

Score(tk) = −NCTr(tk, R(tk)) ∗ (IDF (tk))a (2)

where the a parameter serves the same purpose as in Equa-
tion 1. Similarly to the 2nd and 3rd methods, to select
the best x features we apply a round-robin policy in which
each rj is allowed to pick, among the features such that
R(tk) = rj , the x

n
features with the best Score.

More details on these methods can be found in [3].

3. EXPERIMENTS
We have tested the proposed measures on two different datasets,
TripAdvisor-15763 and Amazon-83713, whose characteris-
tics are summarized in Table 1. Both datasets consist of
product reviews scored on a scale of one to five “stars”, and
(as shown by Table 1) are highly imbalanced. See [3] for
more details.

As the evaluation measure we use the macroaveraged mean
absolute error (MAEM ), proposed in [1] and defined as

MAEM (Φ̂, T e) =
1

n

nX
j=1

1

|Tej |
X

di∈Tej

|Φ̂(di)− Φ(di)| (3)

where Tej denotes the set of test documents whose true rank
is rj and the “M” superscript indicates “macroaveraging”.

We compare our methods with the three baselines men-
tioned at the end of Section 1 and with the “trivial baseline”
that consists in scoring all test documents as 3 stars.

As a learning device we use ε-support vector regression
(ε-SVR) [5] as implemented in the freely available LibSvm
library. As a vectorial representation, after stop word re-
moval (and no stemming) we use standard bag-of words
with cosine-normalized tfidf weighting. We have run all
our experiments for all the 100 reduction levels ξ ∈ {0.001,
0.01, 0.02, 0.03, . . . , 0.99}. For the V ar ∗ IDF , RR(V ar ∗
IDF ) and RR(NC ∗ IDF ) methods we have (individually
for each method) optimized the a parameter on a validation
set V a extracted from the training set Tr, and then re-
trained the optimized classifier on the full training set Tr.
For RR(NC∗IDF ), E(Φ̂, di) was taken to be |Φ̂(di)−Φ(di)|.

The results of our tests are displayed in Figure 1, in which
effectiveness is plotted as a function of the tested reduc-
tion level. For reasons of space only the Amazon-83713 re-
sults are displayed (see [3] for the TripAdvisor-15763 results,
which are anyway fairly similar). The experiments show that

• the four novel techniques proposed here are dramati-
cally superior to the four baselines;

• our four techniques are fairly stable across ξ ∈ [0.05, 1.0],
and deteriorate, sometimes rapidly, only for the very
aggressive levels, i.e., for ξ ∈ [0.001, 0.05]). This is in
stark contrast with the instability of the baselines.

• for ξ ∈ [0.01, 0.3] the proposed techniques even out-
perform the full feature set. This indicates that one
can reduce the feature set by an order of magnitude
(with the ensuing benefits in terms of training-time
and testing-time efficiency) and obtain an accuracy
equal or even slightly superior (roughly a 10% improve-
ment, in the best cases) to that obtainable with the full
feature set.
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ABSTRACT
Traditional Information Retrieval (IR) systems are based on
bag-of-words representation. This approach retrieves rel-
evant documents by lexical matching between query and
document terms. Due to synonymy and polysemy, lexical
methods produce imprecise or incomplete results. In this pa-
per we present how named entities are integrated in SENSE
(SEmantic N-levels Search Engine). SENSE is an IR system
that tries to overcome the limitations of the ranked keyword
approach, by introducing semantic levels which integrate
(and not simply replace) the lexical level represented by
keywords. Semantic levels provide information about word
meanings, as described in a reference dictionary, and named
entities. Our aim is to prove that named entities are useful
to improve retrieval performance.

1. BACKGROUND AND MOTIVATION
In recent years a lot of attention has been invested on

Named Entities (NE), and their informative and discrim-
inative power within documents. Due to the importance
of research on NE, several sub-areas arose, such as entity
detection and extraction, entity disambiguation and entity
ranking. The typical information extraction task involving
NE is Named Entity Recognition (NER). This task has been
defined for the first time during the Message Understanding
Conference (MUC) [4], and requires the identification and
categorization of NE as entity names (for people and orga-
nization), place names, temporal expressions and numerical
expressions. Named Entities play also a key role in the In-
formation Retrieval context. Indeed, a very common task
in that research area is the entity ranking, whose aim is
to retrieve entities (rather than documents) that satisfy the
user query. Most documents we deal on everyday contain
a lot of references to persons, dates, monetary values and
places. Moreover, named entity terms are among the most
frequently searched terms on the Web. Statistics on Yahoo’s
top 10 search terms in 20081 showed that all the ten search
terms consist of named entity terms: six persons, one sport

∗The full version appears in [3]
1http://buzz.yahoo.com/yearinreview2008/top10/
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organization, one role-playing game, one fictional character
and one TV show.

In this paper we propose a new way of exploiting named
entities in Information Retrieval. Named entities mentioned
in a document constitute an important part of its seman-
tics. However, when named entities are considered alone
they may fail to capture the semantics expressed in a doc-
ument or in a user query. For that reason we adopt an IR
model, called N-levels [2], able to capture semantic informa-
tion in a text by exploiting word meanings, described in a
reference dictionary (e.g. WordNet), and named entities.
Thus, we propose an IR system, called SENSE (SEmantic
N-levels Search Engine), which manages documents indexed
at multiple separate levels: keywords, senses (word mean-
ings) and entities (named entities). The system is able to
combine keyword search with semantic information provided
by the two other indexing levels. Finally, we present the de-
velopment of the full-fledged entity level based on a novel
model called Semantic Vectors.

2. NAMED ENTITY LEVEL
Named entities are phrases that contain the names of per-

sons, organizations, locations and, more generally, entities
that can be identified by proper names. In order to iden-
tify named entities in a text, several methods can be applied
such as Rule-based, Dictionary-based or Statistical ones. We
adopted a statistical method exploiting YamCha2, a generic
open source text chunker useful for a lot of NLP tasks.
YamCha adopts a state-of-the-art machine learning algo-
rithm called Support Vector Machines (SVMs), introduced
by Vapnik in 1995. We trained YamCha using the dataset
provided by CoNLL-2003 organization during the Shared-
Task 2003 [5]. The dataset contains entities extracted from
Reuters dataset. In particular three types of entities are
extracted: PERSON, LOCATION, ORGANIZATION and
MISC, which contains entities that do not belong to the pre-
vious three categories. We extract entities from the CLEF
2008 collection [1]. The results of the entity recognition task
are exported into a Lucene index. In detail, each document
is split in two fields: HEADLINE and TEXT, in compliance
with the document structure in CLEF. Each field contains
the set of the recognized entities and, for each entity, the
number of occurrences.

Building the entity level requires three steps:

1. pre-processing and entity extraction: XML files

2http://chasen.org/ taku/software/YamCha/

*
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provided by CLEF 2008 organizers are processed in
order to extract entities. Named entities are stored
in IOB2 format. In IOB2, words outside the Named
Entity are tagged with O, while the first word in the
entity is tagged with B-k (to begin class k), and further
words receive the I-k tag, indicating that these words
are inside the entity;

2. entity indexing: entities extracted in the previous
step are stored into an index using Lucene. The entity
extraction procedure allows to obtain an entity-based
vector space representation, called bag-of-entities (BoE).
In this model an entity vector, rather than a word vec-
tor, corresponds to a document.

3. Semantic Vector building: in this step semantic
vectors are built by exploiting the Lucene index. The
main idea behind models based on Semantic Vectors [6]
is that words and concepts are represented by points
in a mathematical space, and this representation is
learned from text in such a way that concepts with
similar or related meanings are near to one another in
that space. The SemanticVectors package offers tools
for indexing a collection of documents and their re-
trieval. It relies on Apache Lucene to create a ba-
sic term-document matrix. Then the Lucene API is
exploited to create a Wordspace model from the term-
document matrix, by using Random Projection to per-
form on-the-fly dimensionality reduction. This is a rel-
evant point because it allows us to use the same entity
index produced in step 2 to induce semantic vectors. A
detailed discussion on Semantic Vectors can be found
in [6], whilst a thorough explanation about the entity
index can be found in [3].

3. EXPERIMENTAL SESSION
For the evaluation of the system effectiveness, we used

the CLEF Ad Hoc WSD-Robust dataset derived from the
English CLEF data, which comprises corpora from“Los An-
geles Times” and “Glasgow Herald”, amounting to 166, 726
documents and 160 topics in English and Spanish. The
relevance judgments were taken from CLEF. The goal of
the evaluation was to prove that the combination of three
indexing levels outperforms a single level. In particular,
that adding the entity level increases the effectiveness of
the search with respect to the keyword and meaning lev-
els. To evaluate system effectiveness, different runs were
performed by exploiting a single level at a time, or a combi-
nation of two or more levels. Each experiment is identified
by the names of the used levels. To measure retrieval per-
formance, we adopted Mean-Average-Precision (MAP) and
Geometric-Mean-Average-Precision (GMAP) calculated by
trec eval 0.8.1, a simple program supplied by the Text RE-
trieval Conference organizers3, on the basis of 1,000 retrieved
items per request. Table 1 shows the results for each run,
with an overview on the exploited features.

The results confirm our hypothesis: named entity recogni-
tion, in conjunction with an IR model capable of expressing
semantics, can greatly improve the retrieval performance.
If evaluated individually, the entity level does not yield to
satisfactory results. This result is due to the presence of
topics in which no entity was recognized. Conversely, when

3http://trec.nist.gov/trec eval/

Table 1: Results of the performed experiments
Run MAP GMAP

Keyword (K) 0.192 0.041
Meaning (M) 0.188 0.035

K+M 0.220 0.057

Entity (E) 0.134 0.006

K+E 0.220 0.048
M+E 0.228 0.054

K+M+E 0.252 0.076

search is performed by making use of multiple levels, the
entity level is able to improve performance even on those
(difficult) topics for which few relevant documents are re-
turned. This result suggests that named entities play a key
role in increasing the number of retrieved relevant results
previously ignored. Specifically, considering the experiment
K+M+E where we used all three levels, an improvement of
14.5% in the MAP and 33.3% in the GMAP was observed.
Generally speaking, we noted an overall improvement in all
the experiments that used the entity level, compared to the
equivalent experiments in which that level was not exploited.
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ABSTRACT
We discuss which are the main research themes in the field
of search results clustering and report some recent results
achieved by the Information Mining group at Fondazione
Ugo Bordoni.

Categories and Subject Descriptors
H.3.3 [Information Storage and Retrieval]: Information
Search and Retrieval—Clustering

1. SEARCH RESULTS CLUSTERING
Search results clustering organizes search results by topic,

thus providing a complementary view to the flat list returned
by document ranking systems. This approach is especially
useful when document ranking fails. Besides allowing direct
subtopic access, search results clustering reduces informa-
tion overlook, helps filtering out irrelevant items, and favors
exploration of unknown or dynamic domains.

Search results clustering is related to, but distinct from,
conventional document clustering. When clustering takes
place as a post-processing step on the set of results retrieved
by an information retrieval system on a query, it may be
both more efficient, because the input consists of few hun-
dred of snippets, and more effective, because query-specific
text features are used. On the other hand, search results
clustering must fulfill a number of more stringent require-
ments raised by the nature of the application in which it
is embedded; e.g., meaningful cluster labels, low response
times, short input data description, unknown number of
clusters, overlapping clusters.

A comprehensive survey of search results clustering, in-
cluding issues, techniques, and systems is given in [4]. In
the remainder of this paper we point out interesting research
directions.

1.1 Description-centric clustering algorithms
Given that search results clustering systems are primarily

intended for browsing retrieval, a critical part is the quality
of cluster labels, as opposed to optimizing only the clustering
structure. In fact, the algorithms for performing search re-
sults clustering cover a spectrum ranging from data-centric
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to description-centric techniques, depending on whether the
priority is given to cluster formation or cluster labeling.

One of the most recent examples of the latter category is
KeySRC (Keyphrase-based Search Results Clustering), de-
scribed in [1]. This system generates clusters labeled by
keyphrases. The keyphrases are extracted from the gener-
alized suffix tree built from the search results and merged
through an improved hierarchical agglomerative clustering
procedure, representing each phrase as a weighted docu-
ment vector and making use of a variable dendrogram cut-off
value. KeySRC is available at http://keysrc.fub.it.

1.2 Performance evaluation measures
Internal validity measures and comparison with ground

truth results are two common ways of evaluating clustering
partitions, but they have the disadvantage that the perfor-
mance of the system in which the document partition is
encompassed is not explicitly taken into account. As the in-
tended use of search results clustering is to find documents
relevant to the single query’s subtopic, it may be more con-
venient to evaluate the performance on a retrieval oriented
task. However, the classical measures related to subtopic
retrieval, such as subtopic recall, subtopic precision, and
subtopic MRR, assume that the system output consists of
a ranked list and thus they are not directly or easily appli-
cable to clustered results, Furthermore, they strictly focus
on subtopic coverage; i.e., retrieving at least one relevant
document per subtopic.

To address these limitations, we presented a new evalua-
tion measure inspired by Cooper’s expected search length:
Subtopic Search Length under k document sufficiency (kSSL).
The idea is to consider the number of elements (cluster la-
bels or search results) that the user must examine to retrieve
a specified number (k) of documents relevant to the single
subtopics of a query. The shorter the search length, the bet-
ter the system performance. It is assumed that both cluster
labels and search results are read sequentially from top to
bottom, and that only cluster with labels relevant to the
subtopic at hand are opened. The main advantages of kSSL
are that it is suitable for both ranked lists and clustered re-
sults and that it allows evaluation of full subtopic retrieval
(i.e., retrieval of multiple documents relevant to a query’s
subtopic). A full description of kSSL is given in [1].

1.3 Test collections
There is almost a complete lack of test collections with

subtopic relevance judgments. Two exceptions are the col-
lections developed at the TREC Interactive track, which is
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small and primarily focuses on the instances of a given con-
cept (e.g., ‘what tropical storms – hurricanes and typhoons
– have caused property damage and/or loss of life’), and
at Image CLEF, which is mainly about geographical diver-
sity of photos associated with a given topic (e.g., ‘images of
beaches in Brazil’).

We created two new test collections for evaluating subtopic
retrieval, namely AMBIENT and ODP-239. AMBIENT
(AMBIguous ENTries) consists of 44 topics extracted from
the ambiguous Wikipedia entries, each with a set of subtopics
and a list of 100 ranked search results manually annotated
with subtopic relevance judgments. AMBIENT is fully de-
scribed in [3] and is available at http://credo.fub.it/ambient.

ODP-239 consists of 239 topics, each with about 10 subtopics
and 100 documents associated with the subtopics. The top-
ics, subtopics, and their associated documents were selected
from the Open Directory Project (www.dmoz.org). The dis-
tribution of documents across subtopics reflects the relative
importance of subtopics. ODP-239 can be downloaded from
http://credo.fub.it/odp239.

1.4 Applications in mobile search
The features of search results clustering appear very suit-

able for mobile information retrieval, where a minimization
of user actions (such as scrolling and typing), device re-
sources, and amount of data to be downloaded are primary
concerns. Furthermore, such features seem to nicely comply
with the most recently observed usage patterns of mobile
searchers.

We implemented two mobile clustering engines (for PDAs
and cellphones) and evaluated their retrieval performance
[3]. We found that mobile clustering engines can be faster
and more accurate than the corresponding mobile search en-
gines, especially for subtopic retrieval tasks. We also found
that although mobile retrieval becomes, in general, less ef-
fective as the search device gets smaller, the adoption of
clustering may help expand the usage patterns beyond mere
informational search while mobile.

1.5 Meta search results clustering
Just as the results of several search engines can be com-

bined into a meta search engine, the outputs produced by
distinct clustering engines can be merged into a meta cluster-
ing engine. Currently, there are many different web cluster-
ing engines but no attempts has still been made to combine
them, to the best of our knowledge.

We studied the problem of meta search results clustering,
that has unique features with respect to the relatively well
understood field of general meta clustering. After showing
that the combination of multiple search results clustering al-
gorithms is empirically justified, we developed a novel meta
clustering algorithm that maximizes the agreement between
the outputs produced by the input clustering algorithms [5].
The novel meta clustering algorithm applied to web search
results is both efficient and effective.

1.6 Clustering versus diversification of search
results

Re-ranking search results to promote diversity of top el-
ements is another approach to subtopic retrieval that has
received much attention lately. Clustering and diversifica-
tion of search results are thus different techniques with a
similar goal, i.e., addressing the limitations of the proba-

bilistic ranking principle when a topic has multiple aspects
of potential interest and the relevance criterion alone is not
sufficient.

These two techniques have not been compared so far. We
performed a systematic evaluation of several clustering and
diversification algorithms using multiple test collections and
evaluation measures [2]. It turns out that diversification
works well when one wants to get a quick overview of doc-
uments relevant to distinct subtopics, whereas clustering is
more useful when one is interested in retrieving multiple
documents relevant to each subtopic.

1.7 Other research directions
There are further directions that have started to be ex-

plored recently by other research groups. They mainly aim
to improve the quality and effectiveness of the search results
clustering process. A non-exhaustive list is given below.

– Personalized search results clustering
– Integrating external knowledge (e.g., thesauri, meta-

data, folksonomies, past queries) with search results clus-
tering

– Semi-supervised search results clustering
– Temporal search results clustering
– Visualization of clustered search results
– Search results clustering and faceted hierarchies
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ABSTRACT
An effective graphic interface is a key tool to improve the
fruition of the results retrieved by an Information Retrieval
(IR) system. In this work, we describe a two-dimensional in-
terface that represents the documents ranked on a Cartesian
space and allows the user to interact with the documents in
order to improve the results of the search engine. Results
are classified and ranked according to the best separating
line of the two classes of documents: relevant and non rel-
evant documents. Mathematical tools such as least squares
distances are used to train the supervised algorithm that
finds the separating and ranking lines.

Categories and Subject Descriptors
H.3.3 [Information Storage and Retrieval]: Information
Search and Retrieval—Information filtering, Relevance feed-
back, Retrieval models, Search process; H.5.2 [Information
Interfaces and Presentation]: User Interfaces—Graphi-
cal user interfaces (GUI)

General Terms
Algorithms, Design, Experimentation

Keywords
Information Visualization, Machine Learning, Näıve Bayes
Models, Relevance Feedback

1. INTRODUCTION
Visualization is the process of transforming data, informa-

tion, and knowledge into graphic presentations to support
tasks such as data analysis and information exploration. The
definition of a spatial structure for information visualization
is challenging because data in an information space may be
multi-faceted, relationships of data are interwoven and are
complicated. Moreover, the definition of such a space means
a complex process of extracting displayable attributes from
objects, organizing the information, projecting objects onto

∗This is an extended abstract of [1]
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the structure, and synthesizing search features, objects and
object relationships into the visual space [5].

The introduction of visualization environments may add
cognitive processes to the user who needs to understand and
learn the characteristics of the new environment and inter-
act with them to get the best from the system. In fact,
the aim of visualization environments, as external represen-
tation of the world of interest, is to reduce the amount of
cognitive effort required to solve informationally equivalent
problems [4]. In particular, an IR system should provide
users an environment in which they can exploit their skills
to maximize their cognitive abilities. The visualization of an
IR system is nothing but a process that transforms invisible
abstract data and their semantic relationships in a visible
collection on a display in order to find the user information
need more easily.

In this paper, we present the design and implementation a
tool for the visualization of Näıve Bayes (NB) probabilistic
models for information access components that represents
digital objects on the two-dimensional space [2, 3, 1]. The
demonstration will applied to the task of automatic text
classification and text retrieval.

2. DESIGN
The model which upholds the visualization tool defines

a direct relationship between the probability of an object
given a category of interest and a point on a two-dimensional
space. In this light, it is possible to graph entire collections
of objects on a Cartesian plane, and to design algorithms
that categorize and retrieve documents directly on this two-
dimensional representation. This tool demonstrates to be a
valid visualization tool also for understanding the relation-
ships between categories of objects.

The design of the two-dimensional visualization tool fol-
lows two main requirements:

• for end-user, the interface should give the opportunity
to define the query with simple or advanced options,
and to express judgements for the documents retrieved
which will be used to re-rank documents;

• for researchers, the interface should display the deci-
sions taken by the search engine in terms of separating
line and explain how the relevance feedback given by
the user affects the list of ranked documents.

The interface offers the possibility to write free text queries,
as any other search engine, or load predefined queries; pre-
defined queries are used for research purposes and recreates
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the environment of evaluation tasks organized by campaign
such as TREC1 or CLEF2.

The interface associate each document of the collection to
a point in the two-dimensional space according to a proba-
bilistic algorithm: the abscissa reflects how much the doc-
ument is relevant to the query, the ordinate reflects how
much the document is not relevant to the query. The pair of
numbers gives an indication of the fraction of relevance for
that particular document given the query, this pair is plot-
ted on a frame and the relative position of this point with
respect to the other documents in the collection determines
its position in the list of ranked documents.

In the two-dimensional representation of documents, the
equation of the ranking or the classification function has to
be written in such a way that each coordinate of a document
is the sum of two addends: a variable component P(d|ci),
the probability of a document d given a category of interest
ci, and a constant component P(ci), the prior of the category
of interest ci [3] For example, in the case of NB models the
equation becomes:

log (P(d|ci)) + log (P(ci))| {z }
Xi(d)

> log (P(d|c̄i)) + log (P(c̄i))| {z }
Yi(d)

When the inequality holds, the document is considered an
element of category ci. If ci and c̄i are considered respec-
tively the set of relevant documents and the set of non rele-
vant documents, we can divide the collection of documents
in these two sets; if we are only interested in the ranking of
documents, we can compute the list of retrieved documents
by combining the two components into one relevance weight.

Documents can be classified or ranked differently accord-
ing to the Focused Angular Region algorithm which com-
putes the best separating (or ranking) line by means of re-
gression techniques and least squares orthogonal, and ver-
tical, distances. Information about the categories of docu-
ments are collected during the interaction of the user with
the interface; in particular, the relevance judgements that
the user expresses for the documents are used to re-compute
the probabilities and train the algorithm (details of this su-
pervised algorithm are given in [3]). This part can be done
automatically by selecting in the interface the option “Blind
relevance feedback”, which takes the first n documents of
the current list of documents and set them as relevant.

3. RESULTS AND OPEN QUESTIONS
This visualization tool was tested on standard benchmark

collections and a demonstration was presented at [1] in or-
der to answer the following research questions: how well the
ranking or classification functions are learned from the data
as separating lines; how particular unbalanced distribution
of documents can be corrected by means of parameter es-
timation; how the multivariate model and the multinomial
model perform on different languages; how blind and/or ex-
plicit relevance feedback affect ranking list, and how the
selection of relevant documents changes the shape of the
clouds of relevant and non-relevant documents.

During the interaction with the system, new questions and
new research ideas were collected about advances types of
interaction: changing the estimated probability of terms di-
rectly; smoothing parameters in order to see how the clouds

1http://trec.nist.gov/
2http://www.clef-campaign.org

Figure 1: An example of the interface used by re-
searchers.

of points move in the space and how the performance changes
accordingly; drawing the clouds of points incrementally, high-
lighting the contribution of each term to understand which
terms better discriminate the two sets of points.

In Figure 1, a screen-shot of the main window of the vi-
sualization tool si shown. The example shows the interface
used by researchers. The different separating lines are cal-
culated for a blind relevance feedback of 10 documents: the
category of relevant documents in blue, the category of non
relevant documents in red, the best separating line in pur-
ple. The list of retrieved documents is presented on the
right. The user can choose to select a document, read it,
and judge it as relevant or non relevant. This information is
stored and used to train the supervised algorithm when the
user selects the “update search” box.
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ABSTRACT
In this work, we summarise the development of a rank-
ing principle based on quantum probability theory, called
the Quantum Probability Ranking Principle (QPRP), and
we also provide an overview of the initial experiments per-
formed employing the QPRP. The main difference between
the QPRP and the classic Probability Ranking Principle,
is that the QPRP implicitly captures the dependencies be-
tween documents by means of “quantum interference”. Sub-
sequently, the optimal ranking of documents is not based
solely on documents’ probability of relevance but also on
the interference with the previously ranked documents. Our
research shows that the application of quantum theory to
problems within information retrieval can lead to consis-
tently better retrieval effectiveness, while still being simple,
elegant and tractable.

1. INTRODUCTION
The idea of using quantum theory in information retrieval

(IR) was formally put forward by van Rijsbergen [9] in 20041.
In [9], the main thesis of this seminal book is to use quan-
tum theory as a bridge between the three mainstream IR
approaches; i.e. vector space models, logic models and prob-
ability models. While this direction has been largely unex-
plored, recently there has been a spate of work which aims
to develop quantum inspired or quantum based information
retrieval models [1, 2, 3, 4, 5, 6, 8, 7, 13, 11].

In this work, we report on the the development the Quan-
tum Probability Ranking Principle [14, 12]. The ranking
principle is derived by developing an analogy between the
famous double-slit experiment and document ranking. The
double slit experiment was conducted to demonstrate that
kolmogorovian probability fails to adequately describe the
outcome of physical phenomena, and this motivated the
development of quantum probability theory which incorpo-
rates the quantum interference between events.

In [14], it is hypothesized that this quantum interference
can be used to account for the interdependence between doc-
uments and their associated judgements. In certain tasks,

1Prior to this, van Rijsbergen gave talks as early as 1996 on
the topic.
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the relevance of a document may depend on the previous
documents already assessed, for example in the novelty and
diversity tracks. In sub-topic retrieval, the IR system has
to provide a document ranking which covers all the pos-
sible facets (subtopics) relevant to the user’s information
need as soon as possible in the ranking. Consequently, fol-
lowing the traditional Probability Ranking Principle, where
document dependence is ignored, leads to sub-optimal per-
formance [10]2. In [12], we perform a series of experiments
that also indicate this is the case, and further show that the
QPRP leads to better empirical performance. This is be-
cause within the QPRP the interdependence between doc-
uments is naturally accounted for through the quantum in-
terference, and the QPRP suggests that documents ranked
until position n− 1 interfere with the degree of relevance of
the document ranked at position n. Intuitively, documents
expressing diverse information have higher degree of interfer-
ence than documents that are similar. For the same reason,
documents containing novel information might strongly in-
terfere with documents ranked in previous positions. Even
contrary information might be captured by the interference
term: documents containing content contrary to the one pre-
sented at the previous rank positions might trigger a revision
of user’s beliefs about the topic.

The remainder of this paper is as follows: the next sec-
tion briefly outlines the QPRP. Section 3 presents the main
results from the study recently performed on sub-topic re-
trieval. Finally, we conclude in Section 4 by outlining the
directions for further work using the quantum based ranking
principle.

2. THE QPRP
In [14], the Quantum Probability Ranking Principle is pro-

posed and it’s derivation is based on an analogy with the
famous double slit experiment. The resultant of this work
was the following formulation: when ranking documents, the
IR system has to maximise the total satisfaction of the user
given the document ranking, achievable by maximising the
total probability of the ranking. Using the quantum law of
total probability, the resultant ranking strategy impose to
select at each rank position a document d such that

d = arg max
`
P (di) +

X
dx∈RA

Idx,di

´
(1)

where RA is the list of documents already ranked and Idx,di

is the interference between documents dx and di. Note that

2This has led to arguments for the development of a new
ranking principle.
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the traditional PRP is equivalent to the QPRP when the
interference is null, i.e. Idx,di = 0,∀dx, di ∈ C, the doc-
uments corpus. In physics, the interference indicates the
amount and kind of interaction between waves. If two waves
strongly interact with each other, then the absolute value of
their interference is high, and vice versa low. The interac-
tion can generate two different outcomes: either increase the
effect generated by the sum of the two waves (constructive
interference, I > 0) or decrease it (destructive interference,
I < 0). In IR, the interference Idx,di could be negative or
positive, and thus demote or promote a document in the
ranking depending on the context. For instance in sub-topic
retrieval it would be sensible if documents related to the
same subtopics negatively interfere, lowering the chances to
rank both of them at high positions. This scenario is dis-
cussed in the next section.

3. THE QPRP IN SUBTOPIC RETRIEVAL
In [12], the QPRP is empirically tested and validated on

the subtopic retrieval task. The ranking under the QPRP
was compared with the rankings of models which upholds
the PRP, and also against state-of-the-art strategies for subtopic
retrieval, i.e. MMR and Portfolio Theory (PT) [10].

The main point of this experimentation was to deter-
mine whether the inherent document interdependence could
be accounted for by the interference component within the
QPRP. Intuitively, the interference component depends upon
both the inter-document dependencies and the document’s
relevance probabilities. Since it is not possible to estimate
the interference component directly from the text statistics,
for the experiments reported in [12], we have used the Pear-
son’s correlation between interfering documents to compute
the interference. We performed the empirical investigation
over the TREC subtopic retrieval track, which includes doc-
uments from the Financial Times of London contained in
TREC 6,7 and 8 collections and 20 ad-hoc retrieval topics,
composed of subtopics, from the TREC interactive tracks.
We retrieved documents and generated the initial proba-
bility distribution using Okapi BM25: this represented the
PRP ranking. Afterwards we re-ranked the documents ac-
cording to three different strategies: our QPRP method
and two state-of-the-art techniques for subtopic retrieval,
i.e. MMR and PT, which required parameters tuning. The
experiments were repeated varying the level of retrieval cut-
off and the length of the queries.

From the experimental results3, we found that (1) the
QPRP improves upon PRP baselines for all levels of S-
precision and S-recall, (2) the QPRP outperforms MMR and
PT across most levels, (3) the QPRP consistently outper-
forms other strategies across all topics when considering S-
MRR@100%, meaning that on each topic the QPRP returns
complete coverage of all subtopics at a rank lower than all
the other strategies. And, unlike MMR and PT, no tuning
or training is required!

4. CONCLUSIONS
In this paper we have reported about the recent introduc-

tion of a novel ranking strategy, the QPRP, based on quan-
tum probability and inspired by an analogy with the double
slits experiment in physics. The QPRP naturally encodes

3Experimental results are available online at http://www.
dcs.gla.ac.uk/~guido/qprpresults.html

the interdependence between documents through quantum
interference. The new ranking strategy has been empiri-
cally investigated, showing that the QPRP consistently out-
performs both the PRP and state-of-the-art approaches, i.e.
MMR and PT, without requiring parameter tuning. This
suggests that the use of Quantum Theory to model pro-
cesses within information retrieval can lead to substantial
improvements in retrieval effectiveness.

Future work examining the utility and applications of the
Quantum Probability Ranking Principle will be directed to-
wards:

• impact of the Pearson’s correlation coefficient as a mean
to approximate interference;

• alternative estimations of the interference;

• how to derive a complex amplitude distribution from
the document corpus;

• the relationships between interference in the quantum
probability framework and conditional probabilities in
Kolmogorovian probability theory; and,

• how to apply the QPRP paradigm to other retrieval
tasks, e.g. ad-hoc retrieval.
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ABSTRACT
Recommender systems are widely used in E-Commerce for
making automatic suggestions of new items that could meet
the interest of a given user. Collaborative Filtering ap-
proaches compute recommendations by assuming that users,
who have shown similar behavior in the past, will share a
common behavior in the future. According to this assump-
tion, the most effective collaborative filtering techniques try
to discover groups of similar users in order to infer the pref-
erences of the group members. The purpose of this work
is to show an empirical comparison of the main collabora-
tive filtering approaches, namely Baseline, Nearest Neigh-
bors, Latent Factor and Probabilistic models, focusing on
their strengths and weaknesses. Data used for the analysis
are a sample of the well-known Netflix Prize database.

Categories and Subject Descriptors
H.2.8 [Database Application]: Data Mining

Keywords
Recommender Systems, Collaborative Filtering, Netflix

1. INTRODUCTION
The exponential growth of products, services and infor-

mation makes fundamental the adoption of intelligent sys-
tems to guide the navigation of the users on the Web. The
goal of Recommender Systems is to profile a user to suggest
him contents and products of interest. Such systems are
adopted by the major E-commerce companies, for example
Amazon.com 1, to provide a customized view of the systems
to each user. Usually, a recommendation is a list of items,
that the system considers the most attractive to customers.
User profiling is performed through the analysis of a set of
users’ evaluations of purchased/viewed items, typically a nu-
merical score called rating. Most recommender systems are
based on Collaborative Filtering (CF) techniques [6], which
analyze the past behavior of the users, in terms of previ-
ously given ratings, in order to foresee their future choices

1http://amazon.com/
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and discover their preferences. The main advantage in us-
ing CF techniques relies on their simplicity: only users’ past
ratings are used in the learning process, no further informa-
tions, like demographic data or item descriptions, are needed
(techniques that use this knowledge are called Content Based
[10, 14]). Four different families of techniques have been
studied: Baseline, Neighborhood based, Latent Factor anal-
ysis and Probabilistic models. This work aims to show an
empirical comparison of a set of well-known approaches for
CF, in terms of quality prediction, over a real (non syn-
thetic) dataset. Several works have focused on the analysis
and performance evaluation of single techniques (i.e. exclud-
ing ensemble approaches), but at the best of our knowledge
there is no previous work that performed such a deep anal-
ysis comparing different approaches.

2. BACKGROUND
The following notation is used: u is a user, m is a movie,

r̂um is the rating (stored into the data set) expressed by the
user u with respect to the movie m (zero if missing), and
given a CF model, rum is the predicted rating of the user u
for the movie m. On October 2006, Netflix2, leader in the
movie-rental American market, released a dataset contain-
ing more of 100 million of ratings and promoted a competi-
tion, the Netflix Prize 3, whose goal was to produce a 10%
improvement on the prediction quality achieved by its own
recommender system, Cinematch. The competition lasted
three years and was attended by several research groups from
all over the world. The dataset is a set of tuple (u,m, r̂um)
and the model comparison is performed over a portion of the
entire Netflix data 4. This portion is a random sample of
the data, and is divided into two sets: a training set D and a
test set T . D contains 5, 714, 427 ratings of 435, 659 users on
2, 961 movies, T consists of 3, 773, 781 ratings (independent
from the training set) of a subset of training users (389, 305)
on the same set of movies. The evaluation criterion chosen
is the Root Mean Squared Error (RMSE):

RMSE =

√∑
(u,m) ∈ T (rum − r̂um)2

|T | (1)

Cinematch achieves (over the entire Netflix test set) an RMSE
value equals to 0.9525, while the team BellKor’s Pragmatic
Chaos, that won the prize, achieved a RMSE of 0.8567. This
score was produced using an ensemble of severeal predictors.

2http://www.netflix.com/
3http://www.netflixprize.com/
4http://repository.icar.cnr.it/sample netflix/
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3. COLLABORATIVE
FILTERING MODELS

Studied models belong to four algorithm families: Base-
line, Nearest Neighbor, Latent Factor and Probabilistic mod-
els. A detailed description of all the analyzed techniques
follows.

3.1 Baseline Models
Baseline algorithms are the simplest approaches for rat-

ing prediction. This section will focus on the analysis of
the following algorithms: OverallMean, MovieAvg, UserAvg,
DoubleCentering. OverallMean computes the mean of all
ratings in the training set, this value is returned as predic-
tion for each pair (u,m). MovieAvg predicts the rating of
a pair (u,m) as the mean of all ratings received by m in
the training set. Similarly, UserAvg predicts the rating of a
pair (u,m) as the mean of all ratings given by u. Given a
pair (u,m), DoubleCentering compute separately the mean
of the ratings of the movie rm, and the mean of all the rat-
ings given by the user ru. The value of the prediction is a
linear combination of these means:

rum = α rm + (1− α) ru (2)

where 0 ≤ α ≤ 1. Experiments on T have shown that the
best value for α is 0.6 (see Fig. 1).

Figure 1: RMSE vs. α

3.2 Nearest Neighbor models
Neighborhood based approaches compute the prediction

basing on a chosen portion of the data. The most common
formulation of the neighborhood approach is the K-Nearest-
Neighbors (K-NN). rum is computed following simple steps.
A similarity function associates a numerical coefficient to
each pair of user, then K-NN finds the neighborhood of u
selecting the K most similar users to him, said neighbors.
The rating prediction is computed as the average of the rat-
ings in the neighborhood, weighted by the similarity coeffi-
cients. User-based K-NN algorithm is intuitive but doesn’t
scale because it requires the computation of similarity coef-
ficients for each pair of users. A more scalable formulation
can be obtained considering an item-based approach [15]:
the predicted rating for the pair (u,m) can be computed by
aggregating the ratings given by u on the K most similar
movies to m: {m1, . . . ,mK}. The underlying assumption is
that the user might prefer movies more similar to the ones
he liked before, because they share similar features. In this
approach the number of similarity coefficients (respectively
{s1, . . . , sK}) depends on the number of movies which is

much smaller than the number of users. The prediction is
computed as:

rum =

∑K
i=1 si r

u
mi∑K

i=1 si
(3)

In the rest of the paper, only item-based K-NN algorithms
will be considered. The similarity function plays a central
role : its coefficients are necessary for the identification of
the neighbors and they act as weights in the prediction. Two
functions, commonly used for CF, are Pearson Correlation
and Adjusted Cosine [15] coefficients: preliminary studies
proved that Pearson Correlation is more effective in detect-
ing similarities than Adjusted Cosine. Moreover as discussed
in [9], similarity coefficients based on a larger support are
more reliable than the ones computed using few rating val-
ues, so it is a common practice to weight the similarity coef-
ficients using the support size, technique often called shrink-
age. Shrinkage is performed as follows. Let U(mi,mj) be
the set of users that rated movies mi and mj , and let smi,mj

be the similarity coefficient between these two movies:

s′mi,mj
=
smi,mj |U(mi,mj)|
|U(mi,mj)|+ α

(4)

Where α is an empirical value. Experiments showed that the
best value for α is 100, so in the following K-NN algorithms
with Pearson Correlation and shrinkage with α = 100 will
be considered. This first model will be called SimpleK-NN.
An improved version can be obtained considering the dif-
ference of preference of u with respect to the movies in the
neighborhood ({m1, . . . ,mK}) of m. Formally:

rum = bum +

∑K
i=1 si (r̂umi

− bumi
)∑K

i=1 si
(5)

Where {s1, . . . , sK} are the similarity coefficients between m
and its neighbors, bum and bumi

are baseline values computed
using Eq. 2. In this case the model is named BaselineK-NN,
otherwise, if the baseline values are computed according to
the so called User Effect Model [2], the model will be called
K-NN (user effect). An alternative way to estimate item-
to-item interpolation weights is by solving a least squares
problem minimizing the error of the prediction rule. This
strategy, proposed in [1, 3], defines the Neighborhood Rela-
tionship Model, one of the most effective approaches applied
during the Netflix prize. rum is computed as:

rum =
K∑
i=1

wmmi
r̂umi

(6)

Where mi is a generic movie in the neighborhood of m, and
wmmi

are weights representing the similarity between m and
mi computed as the solution of the following optimization
problem:

minw
∑
v 6=u

(
rvmi
−

K∑
j=1

wmmi
r̂vmj

)2

(7)

Fig. 2 shows the behaviors of K-NN models with different
values of K. Best performances are achieved by the Neigh-
borhood Relationship Model.
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Figure 2: RMSE vs. α

3.3 Latent Factor Models via Singular Value
Decomposition (SVD)

The assumption behind Latent Factor models is that the
rating value can be expressed considering a set of contributes
which represent the interaction between the user and the
target item on a set of features. Let A be a matrix [|users|×
|movies|], Au,m is equal to the rank chosen by the user u
for the movie m. A can be approximated as the product
between two matrices: A ≈ U ×M , where U is a matrix
[|users| × K] and M is a matrix [K × |movies|], K is an
input parameter of the model and represents the number of
features to be considered. Intuitively, A is generated by a
combination of users (U) and movies (M) with respect to
a certain number of features. Fixed the number of features
K, SVD algorithms try to estimate the values within U and
M , and give the prediction of rum as:

rum =
K∑
i=1

Uu,iMi,m (8)

where Uu,i is the response of the user u to the feature i, and
Mi,m is the response of the moviem on i. Several approaches
have been proposed to overcome the sparsity of the original
rating matrix A and to determine a good approximation
solving the following optimization problem:

(U,M) = arg min
U,M

 ∑
(u,m)in D

(
r̂um −

K∑
i=1

Uu,iMi,m

) (9)

Funk in [5] proposed an incremental procedure, based on
gradient descent, to minimize the error of the model on ob-
served ratings. User and movie feature values are randomly
initialized and updated as follows:

U ′u,i = Uu,i + η (2eu,m ·Mi,m) (10)

M ′
i,m = Mi,m + η (2eu,m · Uu,i) (11)

where eu,m = r̂um − rum is the prediction error on the pair
(u,m) and η is the learning rate. The initial model could
be further improved considering regularization coefficients
λ. Updating rules become:

U ′u,i = Uu,i + η (2eum ·Mi,m − λ · Uu,i) (12)

M ′
i,m = Mi,m + η (2eum · Uu,i − λ ·Mi,m) (13)

An extension of this model could be obtained considering
user and movie bias vectors, which define a parameter for
each user and movie:

rum = cu + dm +
K∑
i=1

Uu,iMi,m (14)

Where c is the user bias vector and d is the movie bias vector.
An interesting version of the SVD model was proposed in
[13]. According to this formulation, known as Asymmetric
SVD, each user is modeled through her the rated items:

Uu,i =
1√|M(u)|+ 1

∑
m∈ M(u)

wi,m (15)

Where M(u) is the set of all the movies rated by the user
u. A slight different version, called SVD++, proposed in
[9], models each user by using both a user-features vector
and the corresponding implicit feedback component (movies
rated by each user in the training set and the ones for whom
is asked the prediction in the test-set).
Latent factor models based on the SVD decomposition change
according to the number of considered features and the struc-
ture of model, characterized by presence of bias and base-
line contributes. The optimization procedure used in the
learning phase plays an important role: learning could be
incremental (one feature at the time) or in batch (all fea-
tures are updated during the same iteration of data). In-
cremental learning usually achieves better performances at
the cost of learning time. Several version of SVD models
have been tested, considering the batch learning with learn-
ing rate 0.001. Feature values have been initialized with the
value

√
µ
K

+ rand(−0.005, 0.005) where µ is the overall rat-
ing average and K is the number of the considered features.
The regularization coefficient, where needed, has been set
to 0.02. To avoid overfitting, the training set has been par-
titioned into two different parts: the first one is used as
actual training set, while the second one, called validation
set, is used to evaluate the model. The learning procedure
is stopped as soon the error on the validation set increases.
Performance of the different SVD models are summarized in
Tab.1, while Fig.3 shows the accuracy of the main SVD ap-
proaches. An interesting property of the analyzed models is
that they reach convergence after almost the same number
of iteration, no matter how many features are considered.
Better performances are achieved if the model includes bias
or baseline components; the regularization factors decrease
the overall learning rate but are characterized by an high
accuracy. In the worst case, the learning time for the regu-
larized versions is about 60 min. The SVD++ model with
20 features obtains the best performance with a relative im-
provement on the Cinematch score of about 5%.

Model Best RMSE Avg #Iter.
SVD 0.9441 43

SVD with biases 0.9236 45
SVD with baseline 0.9237 45

Reg. SVD 0.9388 32
Reg. SVD with biases 0.9053 186

Reg. SVD with baseline 0.9062 190
SVD++ 0.9039 8

Table 1: Performance of SVD Models

3.4 Probabilistic Approaches
Several probabilistic methods have been proposed for the

CF, they try to estimate the relations between users or
products through probabilistic clustering techniques. The
Aspect Model [8, 7], also called pLSA, is the main prob-
abilistic model used in the CF, and belongs to the class of
Multinomial Mixture Models. Such models assume that data
were independently generated, and introduce a latent vari-
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Figure 3: SVD Models Performance

able (also called hidden), namely Z, that can take K values.
Fixed a value of Z, u and m are conditionally independent.
The hidden variable is able to detect the hidden structure
within data in terms of user communities, assuming that
Z, associated to observation (u,m, r̂um), models the reason
why the user u voted for the movie m with rating r̂um. For-
mally, assuming the user community version, the posterior
probability of r̂um = v is:

P (r̂um = v|u,m) =
K∑
z=1

P (r̂um = v|m, z)P (Z = z|u) (16)

Where P (Z = z|u) represents the participation in a pattern
of interest by u, and P (r̂um = v|m, z) is the probability that
a user belonging to pattern z gives rating v on the movie m.
A simplified version of the Aspect Model is the Multinomial
Mixture Model that assumes there is only one type of user
[11]:

P (r̂um = v|u,m) =
K∑
z=1

P (r̂um = v|m, z)P (Z = z) (17)

The standard learning procedure, for the Multinomial Mix-
ture Model, is the Expectation Maximization algorithm [12].
Fig. 4 shows the RMSE achieved by the Multinomial Mix-
ture Model with different number of latent class. The model

Figure 4: RMSE - Multinomial Mixture

has been initialized randomly and the learning phase re-
quired about 40 iterations of the training set but since the
first 10 iterations the model reaches the 90% of its poten-
tiality. The best result (0.9662) is obtained considering 10
latent settings for Z. The pLSA model was tested assum-
ing a Gaussian distribution for the rating probability given
the state of the hidden variable and the considered movie
m, in the user-community version. The model was tested
for different values of user-communities, as in Fig. 5. To
avoid overfitting was implemented the early stopping strat-
egy, described in the previous section. The best pLSA model
produces an improvement of around 1% on Cinematch. The

Figure 5: RMSE - pLSA

drawback of the model is the process of learning: a few iter-
ations (3 to 5) of the data are sufficient to overfit the model.

4. MODEL COMPARISON
In this section it is performed a comparative analysis of

the above described models. Each model is tuned with it
best parameters settings. As said before Cinematch, the
Netflix’s Recommender System, achieves an RMSE equals
to 0.9525. Figure 6 shows the RMSE of all Baseline mod-
els mentioned. The best model is the doubleCentering, but

Figure 6: Baseline models

no one of them outcomes the accuracy of Cinematch. Fig-
ure 7 shows the mentioned K-NN models performances.
Performances are really better than baseline ones. Except

Figure 7: K-NN models

the SimpleK-NN, all approaches improve Cinematch’s preci-
sion, especially the Neighborhood Relationship Model. Qual-
ity of SVD models is shown in figure 8. SVD models show
the best performances, note SVD++. Figure 9 shows the
behavior of the two proposed probabilistic models. Only
pLSA outcomes Cinematch. Finally, figure 10 compare the
best models for each algorithm family. In this experimen-
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Figure 8: SVD models

Figure 9: Probabilistic models

Figure 10: Best models

tation SVD++ results to be the best model among all pro-
posed ones.

5. CONCLUSIONS AND FUTURE WORK
This work has presented an empirical comparison of some

of the most effective individual CF approaches applied to
the Netflix dataset, with their best settings. Best perfor-
mances are achieved by the Neighborhood Relationship and
the SVD++ models. Moreover, the symbiosis of standard
approaches with simple baseline or biases models improved
the performances, obtaining a considerable gain with respect
to Cinematch. From a theoretical point of view, proba-
bilistic models should be the most promising, since the un-
derlying generative process should in principle summarize
the benefits of latent modeling and neighborhood influence.
However, these approaches seem to suffer from overfitting
issues: experiments showed that their RMSE value is not
comparable to the one achieved by SVD or K-NN models.
Future works will focus on the study of the Latent Dirichlet
Allocation (LDA) [4] that extends the pLSA model reduc-
ing the risk of over fitting, and on the integration of base-
line/bias contributes in probabilistic approaches.
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ABSTRACT
In this paper a user evaluation is proposed to assess the ef-
fectiveness of systems based on multidimensional relevance
assessment. First of all, we introduce our approach to multi-
dimensional modeling and aggregation, and the criteria used
for the experiments. Then, we describe how the user evalu-
ation has been performed, and finally, we discuss the results
obtained.

1. INTRODUCTION
In the first traditional approaches to Information Retrieval

(IR), relevance was modeled as “topicality”, and its numeric
assessment was based on the matching function related to
the adopted IR model (boolean model, vector space model,
probabilistic model or fuzzy model). However, relevance is,
in its very nature, the result of several components or di-
mensions. Cooper [2] can be considered as one of the first
researchers who had intuitions on the multidimensional na-
ture of the concept of relevance. He defined relevance as
topical relevance with utility. Mizzaro, who has written an
interesting article on the history of relevance [8], proposed a
relevance model in which relevance is represented as a four-
dimensional relationship between an information resource
(surrogate, document, and information) and a representa-
tion of the user’s problem (query, request, real information
need and perceived information need). A further judgment
is made according to the: topic, task, or context, at a partic-
ular point in time. The dimensions pointed out by Mizzaro
are in line with the five manifestations of relevance suggested
by Saracevic [10]: system or algorithmic relevance, topical
or subject relevance, cognitive relevance or pertinence, sit-
uational relevance or utility and motivational or effective
relevance. However, the concept of dimension used in this
paper which is similar to that used by Xu and Chen in [12]
is somehow different from that used by Mizzaro and Sarace-
vic. They defined several kinds of relevance and call them
dimensions of relevance while we define relevance as a con-
cept of concepts, i.e., as a point in a n-dimensional space

Appears in the Proceedings of the 1st Italian Information Retrieval
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composed by n criteria. The document score is then the re-
sult of a particular combination of those n space components
as explained in [3, 4].

One of the problems raised by considering relevance as a
multidimensional property of documents is how to aggregate
the related relevance scores. In [3, 4] an approach for pri-
oritized aggregation of multidimensional relevance has been
proposed. The proposed aggregation scheme is user depen-
dent: a user can be differently interested in each dimension.
The computation of the overall relevance score to be asso-
ciated with each retrieved document is then based on the
aggregation of the scores representing the satisfaction of the
considered dimensions. A problem raised by this new ap-
proach is how to evaluate its effectiveness. In fact, there is
no test collection suited to evaluate such a model. In this
paper, we first recall the models for aggregating multiple di-
mensions evaluations for relevance assessment presented in
[3] and [4]. We focus on observing how document rankings
are modified after applying the two operators on the differ-
ent typologies of users (different dimensions orderings).

The paper is organized as follows. Section 2 recalls the
aggregation models used in the paper. Section 3 presents the
performed user evaluation and, finally, Section 4 concludes
the paper.

2. PRIORITIZED MULTICRITERIA AGGRE-
GATION

In this section, after a brief background on the represen-
tation of a multicriteria decision making problem, two prior-
itized approaches for aggregating distinct relevance assess-
ments are shortly presented.

2.1 Problem Representation
The presented multicriteria decision making approaches

have the following components:

• the set C of the n considered criteria: C = {C1, . . . , Cn},
with Ci being the function evaluating the ith criterion;

• the collection of documents D;

• an aggregation function F to calculate for each docu-
ment d ∈ D a score F (C(d))1 = RSV (d) on the basis
of the evaluation scores of the considered criteria.

1Actually, it corresponds to F (C1(d), . . . , Cn(d)).
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Cj(d) represents the satisfaction scores of document d
with respect to criterion j. The weight associated with
each criterion Ci ∈ C, with i 6= 1, is document and user-
dependent. It depends on the preference order of Ci for the
user, and also on both the weight associated to criterion
Ci−1, and the satisfaction degree of the document with re-
spect to Ci−1

2. Formally, if we consider document d, each
criterion Ci has an importance λi ∈ [0, 1].

Notice that different users can have a different preference
order over the criteria and, therefore, it is possible to ob-
tain different importance weights for the same document for
different users.

We suppose that Ci Â Cj if i < j. This is just a repre-
sentational convention which means that the most preferred
criteria have lower indexes.

We suppose that:

• for each document d, the weight of the most important
criterion C1 is set to 1, i.e., by definition we have:
∀ d λ1 = 1;

• the weights of the other criteria Ci, i ∈ [2, n], are cal-
culated as follows:

λi = λi−1 · Ci−1(d), (1)

where Ci−1(d) is the degree of satisfaction of crite-
rion Ci−1 by document d, and λi−1 is the importance
weight of criterion Ci−1.

2.2 The Prioritized Scoring model
This operator allows us to calculate the overall score value

from several criteria, where the weight of each criterion de-
pends both on the weights and on the satisfaction degrees
of the most important criteria — the higher the satisfaction
degree of a more important criterion, the more the satis-
faction degree of a less important criterion influences the
overall score.

Operator Fs is defined as follow: Fs : [0, 1]n → [0, n] and
it is such that, for any document d,

Fs(C1(d), . . . , Cn(d)) =
n∑

i=1

λi · Ci(d). (2)

The RSVs of the alternative d is then given by:

RSVs(d) = Fs(C1(d), . . . , Cn(d)). (3)

Formalizations and properties of this operator are pre-
sented in [3].

2.3 The Prioritized “min” Operator
In this section a prioritized “min” (or “and”) operator is

recalled [4]. This operator allows to compute the overall sat-
isfaction degree for a user whose overall satisfaction degree
is strongly dependent on the degree of the least satisfied
criterion. The peculiarity of such an operator, which also
distinguishes it from the traditional “min” operator, is that
the extent to which the least satisfied criterion is considered
depends on its importance for the user. If it is not important
at all, its satisfaction degree should not be considered, while
if it is the most important criterion for the user, only its
satisfaction degree is considered. This way, if we consider a

2If there are more than one criterion with the same priority
order, the average weight and the average satisfaction degree
are considered.

document d, for which the least satisfied criterion Ck is also
the least important one, the overall satisfaction degree will
be greater than Ck(d); it will not be Ck as it would be the
case with the traditional “min” operator — the less impor-
tant is the criterion, the lower its chances to represent the
overall satisfaction degree.

The aggregation operator Fm is defined as follows. Fm :
[0, 1]n → [0, 1] is such that, for all document d,

Fm(C1(d), . . . , Cn(d)) = min
i=1,n

({Ci(d)}λi). (4)

Formalizations and properties of this operator are pre-
sented in [4].

3. USER EVALUATION OF THE PRIORI-
TIZED AGGREGATION OPERATORS

In [3, 4] the proposed approach for prioritized aggregation
of the considered relevance dimensions has been applied to
personalized IR without loss of generality. The considered
personalized approach relies on four relevance dimensions:
aboutness, coverage, appropriateness, and reliability. The
aboutness is computed as the similarity between the docu-
ment vector and the query vector. The scores of the cover-
age and the appropriateness criteria are computed based on
a similarity of the document vector and a vector of terms
representing the user profile. While the reliability repre-
sents the trust degree for a user of the source from which
document comes.

3.1 Preliminary Assumptions
The prioritized aggregations approach is based on the

user’s indication (either explicit or implicit) of the impor-
tance order of relevance dimensions. In [3, 4] different user’s
behaviors have been described. In the case in which a user
formulates a query with the idea of locating documents which
are about the query and which also cover all his interests,
and at the same time he does not care about the fact that the
document also focuses on additional topics the user can be
called ”coverage seeker”. If on the contrary the user’s intent
is to privilege documents which perfectly fit his interests the
user is called ”appropriateness seeker”

On the contrary, a user who formulates a query which
has no intersection with his interests or users who do not
have a defined list of interests – interest neutral – will not
give any importance to the coverage and appropriateness
criteria. Users of this kind are just looking for a satisfactory
answer to their current concern, as expressed by their query.
Finally, users who are cautious about the trustworthiness
of the origin of the retrieved documents – cautious – will
give more importance to the reliability criterion than to the
others.

For example, coverage seeker users can be defined as fol-
lows:

CARAp: coverage Â aboutness Â reliability Â appropriateness;

3.2 Experiments
In this section, the impact of the proposed prioritized ag-

gregation operators in the personalized IR setting is evalu-
ated. In Section 3.2.1 we present the settings used to per-
form the experiments, while in Section 3.2.2 we discuss the
obtained results.

30



3.2.1 Experimental Settings
The traditional way to evaluate an information retrieval

system is based on a test collection composed by a doc-
ument collection, a set of queries, and a set of relevance
judgments which classify a document as being relevant or
not for each query. Precision and recall are then computed
to evaluate the effectiveness of the system. Unfortunately,
there is not a test collection suited to evaluate a system
based on approaches like the one proposed in this paper. It
is important to notice that in the case of a user-independent
aggregation of the multiple relevance numeric assessments,
a traditional system’s evaluation could be applied. In fact if
for example the single assessment scores are aggregated by
a mean operator, the system could produce the same result
for a same query and a same document, independently of
the user judgments. When applying the prioritized aggre-
gation that we have proposed, a same document evaluated
with respect to a same query, could produce distinct assess-
ment scores depending on the adopted prioritized scheme,
which is user-dependent.

The evaluation approach proposed in this paper is based
on an analysis of how document rankings are modified ac-
cordingly to the prioritized aggregations associated with the
user’s typologies that we have identified in Section 3.1.

The relevance criteria and their aggregation discussed in
the previous sections have been implemented on top of the
well-known Apache Lucene open-source API 3. The Reuters
RCV1 Collection (over 800,000 documents) has been used.
The method that we have used to generate both queries
and user’s profiles has been inspired by the approach pre-
sented by Sanderson in [9]. In this work the author presents
a method to perform simple IR evaluations by using the
Reuters collection that does not have queries nor relevance
judgments, but has one or more subject codes associated
with each document.

He splits the collection in two parts, a query set “Q” and
a test set“T”, and documents are randomly assigned to one
of the two subsets. Then, all subject codes are grouped in a
set“S”. For each subject code sx, all documents tagged with
the subject code sx are extracted from the set “Q”. From
these documents, the pairs (word, weight) are generated to
create a query. Then, the query is performed on the set“T”.
The precision/recall curves are calculated by considering as
relevant, the documents that contain the subject code sx.

We have been inspired by Sanderson’s approach to build
both the queries and the user’s profiles. The queries have
been created as expressed above. The creation of the user’s
profile has been done in the following way. The set “Q”
has been split in different subsets based on the subject code
of each document (ex. “sport”, “science”, “economy”, etc.).
Each subset of “Q” represents the set of documents known
by the users interested in that particular topic. For exam-
ple, the subset that contains all documents tagged with the
subject code “sport” represents the set of documents known
by the users interested in sports.

We have indexed each subset of “Q” and, for each created
index, we have calculated the TF-IDF of each term. Then,
we have computed a normalized ranking of these terms and
we have extracted the most significant ones. The TF-IDF of
each term represents the interest degree of that term in the
profile, that is, how much the term plays the role of a good

3See URL http://lucene.apache.org/.

representation of the user’s interests.
An example of user’s profile is illustrated in Table 1. For

example, the users associated with the “BIOTECH” profile
have, with respect to the term “disease”, an interest degree
of 0.419. Each profile is viewed as a long term information
need, therefore, it is treated in the same way as documents
or queries.

To study the behavior of the system, we have carried out
a user evaluation as proposed in [1] [5] [6].

The user evaluation described in this paper has been in-
spired by the one suggested in [7] that simply consists in a
procedure in which a set of at least 6 users performs a set
of at least 6 queries.

In these experiments we have considered eight users with
eight different profiles, each one associated with a subset of
“Q” (Table 2).

BIOTECH

scientist 1.000 gene 0.402 patient 0.260
researcher 0.563 study 0.386 brain 0.259
disease 0.419 clone 0.281 people 0.254
cancer 0.410 animal 0.279 experiment 0.249
human 0.406 planet 0.267 drug 0.247

Table 1: The top 15 interest terms of the BIOTECH
profile.

The aims of these experiments are to verify that: (i) when
a user performs queries in-line with his interests, by apply-
ing a prioritized aggregation operator, the system produces
an improved ranking with respect to the one produced by
simply averaging the scores, and (ii) when a user performs
queries that are not-in-line with his interests, by applying a
prioritized aggregation operator, the quality of the produced
rank does not decrease with respect to the situation in which
the prioritized aggregation operators are not applied.

Two kinds of queries have been considered. Those which
are in-line with the interests contained in the user’s profile,
Qi, and those which are not-in-line with the interests con-
tained in the user’s profile, Qn. Table 2 illustrates the set Qi

and shows the associations between the user’s profiles and
the performed queries. In these preliminary experiments
only one query has been generated for each user. For in-
stance, for User 1, the set Qi is composed only by the query
Q1, while the set Qn is composed by all the other queries
from Q2 to Q8.

For User 2, the set Qi is composed only by the query
Q2, while the set Qn is composed by the query Q1 and the
queries from Q3 to Q8, and so on for the other users.

User Profile Name Query

User1 SPACE Q1: “space shuttle missions”
User2 BIOTECH Q2: “drug disease”
User3 HITECH Q3: “information technology”
User4 CRIMINOLOGY Q4: “police arrest sentence fraud”
User5 DEFENSE Q5: “russia military navy troops”
User6 DISASTER Q6: “flood earthquake hurricane”
User7 FASHION Q7: “collection italian versace”
User8 SPORT Q8: “premiership league season score”

Table 2: The queries executed for each user profile.

When a user submits a query, the matching between the
query vector and each document vector is made first (about-
ness), then, on each document the coverage and the appro-
priateness criteria are evaluated by comparing the document
vector with the user’s profile vector. Finally, the value of
the reliability criterion, which corresponds to the degree to
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which the user trusts the source from which the document
comes, is taken into account. These are the values to be
aggregated — aboutness, coverage, appropriateness and re-
liability.

The evaluation of the produced rank is made by the eight
real users that used the system. Each user analyzed the top
10 documents returned by the system and assessed, for each
document, if it is relevant or not.

3.2.2 Discussion of the Results
In this section we present the obtained results. For space

reasons some ranks have not been inserted, however the com-
plete archive of the ranks produced in these experiments are
available online 4. For convenience, only the top 10 ranked
documents are reported in each table. The rationale be-
hind this decision is the fact that the majority of search
result click activity (89.8%) happens on the first page of
search results [11], that is, generally, users only consider the
first 10 (20) documents. The baseline rank for the “Scor-
ing” operator is obtained by applying the average operator
to calculate document assessment. Such rank corresponds
to the average assessment of the documents considering the
four criteria and without considering priorities among the
criteria. Instead, the baseline rank for the “Min” operator
is obtained by applying the standard min operator. Table 3
illustrates an example of rank produced by the average oper-
ator after performing a query in Qi, while Table 4 illustrates
an example of rank produced by the standard min operator
after performing a query in Qi. The entries marked with the
asterisk before the title, have been considered relevant with
respect to both the performed query and the user profile.
We can notice that there are more non-relevant documents
in the top 10 list resulting from the application of average
operator than in the list resulting from the application of the
standard min operator. This is due to the compensatory na-
ture of the average operator.

We illustrate the behavior of the system by taking into
account different kinds of aggregations applied to the User
1, the user associated to the “SPACE” profile. In particular,
we present in Tables from 5 to 10 the results obtained by
applying both the Prioritized “Scoring” Operator and the
Prioritized “Min” Operator, with the aggregations ACApR,
CApAR, and ApCAR

We can notice that the proposed document rankings are
improved, with respect to the baselines ranking for both op-
erators and for the considered aggregations, in the sense that
the number of relevant documents in the top 10 is greater
than the number of relevant documents in the baseline rank-
ing — non relevant documents are put down in the ranking.

We can also notice that, while the document in the 9th
position of the top 10 documents in Table 3 is deemed suffi-
ciently topical for the user with profile “SPACE”, the same
document is not even considered in the top 10 list of any ta-
ble corresponding to the prioritized“Scoring”operator. This
is due to the fact that, even though the document satisfies
the query because it contains information about space mis-
sion, its content is instead related to space exploration. In-
stead, for example, the document in the first position in the
scoring baseline rank, is also proposed in almost all the top
ten documents (scoring and min) including the min baseline
rank. An exception is Table 6 where that document does

4http://www.dti.unimi.it/dragoni/files/ Multirele-
vanceUserEvaluation.rar

not appear. The reason is that this document comes from a
source with a very low degree of reliability.

Different considerations have to be done when the user’s
query is not in-line with his profile (i.e. the user’s query is
in the set Qn). We will discuss about two different scenar-
ios. In the first one the user associated with the“BIOTECH”
profile executes the query associated to the“FASHION”pro-
file, while in the second scenario, the user associated to the
“CRIMINOLOGY” profile executes the query associated to
the “SPACE” profile. We have noticed that, for the scoring
operator, the results for all aggregations are in general simi-
lar to the baseline. The previous considerations are not valid
for the prioritized min operator. It is due to its definition.
Indeed, if just one criterion is weak satisfied, the overall as-
sessment is very low. Now, if users make queries not in line
with their profile, the criteria like coverage and appropriate-
ness are weakly satisfied and then the overall value is low.
Instead, when considering the prioritized min operator, the
result depends also on the importance degree of the least
satisfied criterion. We can conclude that the (prioritized)
min operator should not be used for the users who make
queries that are not in line with their profile.

4. CONCLUSION AND FUTURE WORK
In this paper, a user evaluation for aggregating multiple

criteria has been presented and discussed.
The experimental results have been obtained thanks to a

case study on personalized Information Retrieval with multi-
criteria relevance. These results show that: (i) the proposed
operators allow to improve the ranking of the documents
which are related to the user interest, when the user for-
mulates an interest-related query; (ii) for the “scoring” op-
erator, when a user has no interests or formulates a query
which is not related to his interests, the ranking of the doc-
uments is similar to the ranking obtaining by using the av-
erage operator; and (iii) for the “min” operator, when the
user formulates a non interest-related query this operator is
not suitable.

R. Document Title Score

1 *Shuttle Atlantis blasts off on schedule. 0.626
2 Countdown starts for Sunday shuttle launch. 0.575
3 *Shuttle finally takes Lucid off space station Mir. 0.573
4 U.S. spacewoman breaks another record. 0.573
5 *Shuttle Discovery heads for Florida. 0.572
6 *Shuttle Atlantis heads for Mir despite problem. 0.568
7 Scientists delighted with U.S. shuttle flight. 0.567
8 *U.S. shuttle launched on mission to Mir. 0.563
9 Boeing-Lockheed group signs $7 billion shuttle pact. 0.562
10 *U.S. shuttle leaves space station Mir. 0.561

Table 3: Results for ”SPACE” profile by applying
the average operator.

R. Document Title Score

1 *Part of planned space station arrives in Florida. 0.250
2 *French astronaut to join Russian space mission. 0.242
3 *Russia, hurt by Mars failure, sends probe to space. 0.231
4 *Astronauts board shuttle for U.S. launch. 0.228
5 *Shuttle Columbia blasts off to mission. 0.228
6 *Shuttle Atlantis blasts off on schedule. 0.225
7 *Shuttle Discovery lands in Florida. 0.216
8 *U.S. space shuttle crew set for Thursday landing. 0.215
9 *U.S. shuttle leaves space station Mir. 0.210
10 RUSSIA: Frenchman’s August Mir flight scrapped. 0.202

Table 4: Results for ”SPACE” profile by applying
the standard min operator.
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R. Document Title Score Gap

1 *Shuttle Discovery takes off on schedule. 1.521 25
2 *Shuttle Atlantis blasts off on schedule. 1.427 -1
3 *U.S. space shuttle heads home. 1.381 85
4 *Shuttle Discovery heads for Florida. 1.333 1
5 *U.S. shuttle crew set up space laboratory. 1.323 35
6 *Columbia shuttle mission extended one day. 1.317 35
7 *Shuttle Atlantis heads for Mir despite problem. 1.313 -1
8 *Shuttle Discovery lands in Florida. 1.275 3
9 *U.S. space shuttle crew set for Thursday landing. 1.264 62
10 *U.S. shuttle will not flush Mir’s water. 1.253 32

Table 5: Results for ”SPACE” profile by applying
the Prioritized Scoring Operator and ACApR aggre-
gation.

R. Document Title Score Gap

1 *Shuttle Atlantis to return home on Wednesday. 0.661 53
2 *With spacewalk off, shuttle astronauts relax. 0.652 30
3 *U.S. space shuttle heads for rendezvous with Mir. 0.643 39
4 *U.S. shuttle crew prepares to retrieve satellite. 0.632 257
5 *Shuttle-deployed telescope ready for action. 0.631 260
6 *Space shuttle deploys U.S.-German satellite. 0.628 217
7 *Shuttle crew prepares for nighttime landing. 0.628 264
8 *Hubble service crew prepares to return home. 0.625 150
9 *Satellites line up behind shuttle Columbia. 0.621 129
10 RUSSIA: Sticken Mir crew stands down, says worst over. 0.620 256

Table 6: Results for ”SPACE” profile by applying
the Prioritized Min Operator and ACApR aggrega-
tion.
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R. Document Title Score Gap

1 *Russians aim to fix Mir before US Shuttle arrives. 0.777 52
2 *Russians hope to fix Mir before Shuttle arrives. 0.742 68
3 *With spacewalk off, shuttle astronauts relax. 0.707 53
4 Countdown continues for U.S. spacewoman’s return. 0.700 70
5 *Shuttle Columbia blasts off to mission. 0.700 137
6 *Shuttle Atlantis blasts off on schedule. 0.682 -5
7 *Navigational problem crops up on shuttle mission. 0.681 40
8 *U.S. shuttle launched on mission to Mir. 0.679 0
9 Sticken Mir crew stands down, says worst over. 0.676 78
10 *Astronaut Lucid tones up for ride home. 0.673 96

Table 7: Results for ”SPACE” profile by applying
the Prioritized Scoring Operator and CApAR aggre-
gation.

R. Document Title Score Gap

1 *Shuttle Atlantis blasts off on schedule. 0.466 5
2 *U.S. shuttle leaves space station Mir. 0.460 7
3 *Astronauts board shuttle for U.S. launch. 0.459 1
4 *Shuttle Atlantis moved to pad for Mir mission. 0.453 27
5 Russians, Ukrainian set for 1997 shuttle flights. 0.452 12
6 *Shuttle finally takes Lucid off space station Mir. 0.450 41
7 *Shuttle Discovery takes off on schedule. 0.447 15
8 Astronauts arrive for U.S. shuttle launch. 0.446 12
9 *U.S. shuttle launch further delayed. 0.446 66
10 *Shuttle Columbia blasts off to mission. 0.446 -5

Table 8: Results for ”SPACE” profile by applying
the Prioritized Min Operator and CApAR aggrega-
tion.

R. Document Title Score Gap

1 *Shuttle Columbia blasts off to mission. 0.364 141
2 *Shuttle Atlantis blasts off on schedule. 0.364 -1
3 *Part of planned space station arrives in Florida. 0.362 69
4 *Astronauts board shuttle for U.S. launch. 0.351 48
5 *French astronaut to join Russian space mission. 0.336 89
6 *Russia, hurt by Mars failure, sends probe to space. 0.332 208
7 *U.S. shuttle leaves space station Mir. 0.332 3
8 *U.S. space shuttle crew set for Thursday landing. 0.314 63
9 Russians, Ukrainian set for 1997 shuttle flights. 0.303 117
10 *U.S. shuttle launched on mission to Mir. 0.299 -2

Table 9: Results for ”SPACE” profile by applying
the Prioritized Scoring Operator and ApCAR aggre-
gation.

R. Document Title Score Gap

1 *Part of planned space station arrives in Florida. 0.250 0
2 *French astronaut to join Russian space mission. 0.242 0
3 *Russia, hurt by Mars failure, sends probe to space. 0.231 0
4 *Astronauts board shuttle for U.S. launch. 0.228 0
5 *Shuttle Columbia blasts off to mission. 0.228 0
6 *Shuttle Atlantis blasts off on schedule. 0.225 0
7 *Shuttle Discovery lands in Florida. 0.216 0
8 *U.S. space shuttle crew set for Thursday landing. 0.215 0
9 *U.S. shuttle leaves space station Mir. 0.210 0
10 Lack of funds threaten Russia’s space programme. 0.204 258

Table 10: Results for ”SPACE” profile by applying
the Prioritized Min Operator and ApCAR aggrega-
tion.
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ABSTRACT
The goal of an Information Retrieval (IR) system is to pre-
dict which information objects can help users in satisfy-
ing their information needs, i.e. predict relevance. Differ-
ent sources of evidence can be exploited for this purpose.
These sources are the properties of the different entities in-
volved when retrieving and accessing information, where ex-
amples of entities include the information objects, the task,
the user, or the location. The main hypothesis of this pa-
per is that, to exploit the variety of entities and sources,
it is necessary to model the relationships existing between
the entities and those existing between the properties of the
entities. Such relationships are themselves possible sources
that can be used to predict relevance. This paper proposes
a methodology that supports the design of an IR system
able to model in a uniform way the properties of the enti-
ties involved, the properties of their relationships and the
relationships between the different properties. The method-
ology is structured in four steps, aiming, respectively, at sup-
porting the selection of the sources, collecting the evidence,
modeling the sources and their relationships, and using the
latter two to predict relevance. Sources and relationships
are modeled and then exploited through a previously pro-
posed geometric framework, which provides a uniform and
concrete representation in terms of vector subspaces.

1. INTRODUCTION
The goal of an IR system is to predict which information

objects can help users in satisfying their information needs.
For instance, if the information need is expressed by the user
as a textual query, the IR system has to predict which doc-
uments are relevant to the formulated query. According to
this interpretation, IR can be framed as a problem of evi-
dence and prediction [1]. The prediction can be performed
through the different sources of evidence involved in the re-
trieval process. Content, meta-data and annotations of the
information objects are examples of such sources, and have
been used by many retrieval systems.

These sources have been shown to be effective to predict
relevance, but other sources exist. An example is the be-
havior of the user during the search process, for instance

Appears in the Proceedings of the 1st Italian Information Retrieval
Workshop (IIR’10), January 27–28, 2010, Padova, Italy.
http://ims.dei.unipd.it/websites/iir10/index.html

Copyright owned by the authors.

described in terms of interaction features – display time,
click-through data, amount of scrolling, or other features
e.g. [2]. These features have been adopted as sources of ev-
idence to estimate relevance, e.g. display-time in [3], click-
through data in [4], or a combination of several features
in [5, 6]. Nowadays commercially available devices, e.g. mo-
bile phones, are equipped with tools that can capture infor-
mation about the user location and from the surrounding
environment, besides having access to all the information
provided by the web or the user personal data.

The various sources may not have the same impact in
predicting relevance, and as such their relative contributions
should be investigated. For instance ranking algorithms that
are based on different object representations will usually re-
turn sets of relevant information objects with little over-
lap [8]. It is therefore important, as stated in [8], to “ex-
plicitly describe and combine multiple sources of evidence
about relevance” when developing ranking algorithms. More
precisely, it is important to explicitly consider the relation-
ships existing between sources. However, the design and
the implementation of distinct ranking algorithms, one for
each type of sources, may not allow for considering relation-
ships between sources. It is thus important to investigate
approaches that combine evidences rather than approaches
that combine ranking algorithms. This would allow for the
relationships between sources to be explicitly integrated in
the ranking algorithm.

This paper proposes a methodology that supports the de-
sign of an IR system able to model in a uniform way the
properties of the entities involved, the properties of their re-
lationships and the relationships between the different prop-
erties. The methodology is structured in four steps, aiming,
respectively, at supporting the selection of the sources, col-
lecting the evidence, modeling the sources and their relation-
ships, and using the latter two to predict relevance. The last
two steps are based on the geometric framework proposed
in [9], which provides a uniform and concrete representa-
tion of the sources and their relationships in terms of vector
subspaces.

The methodology aims at being general, in the sense that
it is not related to a specific source or set of sources. How-
ever, for illustration purpose, two sources will be considered
in this paper, namely, the content of the information objects
to be ranked and the behavior of the users when accessing
or retrieving information. The former has been selected be-
cause past research in IR provides a number of representa-
tions of the content that have been shown to lead to effective
retrieval [8]. The latter has been extensively investigated in
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Information Science (IS) and has in the last decade become a
subject of investigation in IR. Indeed, experimental evalua-
tion has shown how usage data stored in transaction logs [3,
4, 6, 10] or so-called interactive IR systems [11, 12] can effec-
tively predict relevance. The use of the Entity-Relationship
database model for describing IR objects was introduced
in [13] for automatic hypertext construction purpose – this
paper enlarges that view and connect the entities and re-
lationship at the conceptual level to a mathematical model
which provides a language at the logical level.

2. MOTIVATIONS AND METHODOLOGY
RATIONALE

IR systems can exploit the evidence provided by differ-
ent sources to improve retrieval effectiveness. In [8] the
author considers several document representations and dis-
cusses approaches to combine the contribution provided by
each representation. In [14] the inference network framework
is adopted to combine link-based evidence with content-
based evidence for web retrieval. Evidence on the structure
of the documents can be incorporated, for instance, using
the Dempster-Shafer theory of evidence [15]. However, the
different document representations are only a subset of the
available sources.

Let us consider, for instance, the scenario where a user
is looking for information about restaurants in London. If
Venice is the location where the search is performed, this
probably suggests that the user is planning a trip in Lon-
don, and restaurants in an arbitrary London area may be
of interest. If the search is performed on a mobile phone
and the GPS position indicates that the user is in London,
probably the user is more interested in restaurants near his
current position. We can see that in this scenario, other
units besides the information objects are involved. In this
paper, we refer to units as entities. For instance, in our sce-
nario, the entities involved are the user, the location, the
task the user is performing when looking for information –
i.e. “travel in London” – and the specific topic within the
task1 – i.e. “finding restaurants in London”.

Each entity is characterized by a number of properties.
When the entity is an “information object”, examples of
properties include content, meta-data and annotation. For
the entity “location”, instances of properties are the GPS
position or the IP address.

Each entity exists independently of the properties we can
observe about it, but the observed properties are the evi-
dence that can be used to build a model of the entity, that
is to obtain a description of the entity – in this work a math-
ematical description – that can be used to predict relevance.
In other words, the properties of the entities are the sources
of evidence that can be exploited to help predicting the rele-
vance of information objects.

Not only the properties of the entities are sources of ev-
idence, but also the relationships between entities (if any)
can provide additional evidence to predict relevance. Let
us consider a list of results returned by an IR system in re-
sponse to a query and the user who formulated the query.
The behavior of the user when examining a result is one of

1We take the definition of task and topic from [2]: “Task
was defined for this study as the goal of information-seeking
behavior, and topic was defined as the specific subject within
a task.”

the properties to describe the relationship between the en-
tity user and the entity result; such property constitutes
a source that can be exploited to predict relevance. In-
deed, research in Interactive IR has shown that a retrieval
system can benefit from evidence gathered from the infor-
mation seeking activities of a user. For example, Implicit
Relevance Feedback (IRF) algorithms [10] exploit the infor-
mation gathered from the interactions between the user and
the documents to recommend query expansion terms or to
re-rank documents. Even the concept of relevance can be
defined as “a relation between a document and a person,
relative to a given information need” [1], the document and
the person being two entities.

The set of entities and relationships, and their properties,
are neither fixed nor unique, as they depend on the specific
retrieval application – e.g. the entity location is crucial for
search carried out on a mobile phone or to customize search
results according to the country where the search originates.
Therefore, the selection of the sources is an important issue
that needs to be addressed.

Once the appropriate sources have been identified, each
of them has to be modeled, so that to be exploited for re-
trieval. In this work, we refer to the model of a source as a
dimension. A first step to obtain a dimension is to identify
a set of features that describe it. Feature here refers to the
information obtained by the observation of a property of an
entity or a relationship. For an entity “location” described
by the dimension “GPS position”, the features are the GPS
position components. For a“web result”entity, the keywords
in the title, the snippet or the URL of the result are example
of features. Since the features constitute the evidence that
model a source, a procedure to select and collect features has
to be designed and implemented.

The description (model) of the sources is what get used
to predict relevance. In this work the framework adopted
to build the description is the vector subspace formalism
proposed in [9]. The basic rationale for this is that we want
to map the collected data, prepared in a matrix, in a new
vector space basis – the vector subspace spanned by the basis
is the model of the source.

Once a representation in terms of subspaces has been built
both for the sources and the information objects, a trace-
based function, the one exploited in [9], can be adopted
to rank information objects by exploiting the information
about the different sources of evidence that have been mod-
eled. In other words the trace-based function, which we
briefly describe in Section 4, is a tool to handle the predic-
tion problem.

In summary, four steps have been identified, and each of
them needs to be addressed to be able to predict relevance
using multiple sources of evidence, namely, sources selec-
tion, features collection, source modeling and relevance pre-
diction. Figure 1 illustrates these four steps for the relation-
ship between the entities “user” and “information objects”;
here, the relationship is characterized by the source “user
behavior” described in terms of “interaction features”.

In this paper we will focus on two of the above steps,
specifically evidence collection and source modelling, which
will be discussed respectively in Section 3 and Section 4;
some remarks on the implementation of these methodology
steps and their evaluation are reported in Section 5.
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Figure 1: Methodology steps and specific application to the user interaction behavior.

3. EVIDENCE COLLECTION
Let us return to the scenario of a user looking for infor-

mation about restaurants in London. Let us suppose the
user, to satisfy his information need, interacts with a search
engine and submits the query “restaurants in London”. The
search engine returns a ranked list of results. For simplic-
ity, we focus on two entities only, namely, the user and the
result. When examining the returned results, the user inter-
acts with them and with the information objects the results
refer to. In this scenario the behavior of the user when ex-
amining and (eventually) accessing the results can be con-
sidered as a property to describe the involved entities and,
particularly, as a source to assist relevance prediction. In
the above scenario another source available is the content of
the abstracts (title, snippet and URL) of the results and the
content of the corresponding information objects.

Once the sources have been selected, the next step is to
collect the evidence to build the model of these sources. This
step consists of selecting the features to be gathered to build
a model of these sources, and then the actual collection of
the selected features.

In the event of the source“user behavior”a possible choice,
as depicted in step two of Figure 1, is the adoption of so-
called interaction features. This is for instance the approach
adopted in [5, 6] where several interaction features are ex-
ploited simultaneously. In particular, in [6] a subset of the
features gathered in the user study described in [2] was ex-
ploited to obtain a vector subspace representation of the user
behavior. When using a representation personalized for each
user and tailored on the specific search task to re-rank the
documents, the keywords extracted from the top re-ranked
documents were shown to be effective as source for query ex-
pansion. The methodology proposed in that work assumed
that the interaction features were available for all the doc-
uments to be re-ranked. But this assumption does not hold
in our considered scenario, unless the documents have been
already visited with regard to past queries when performing
the same task. Therefore, the availability of the interaction
features is an issue to address. A possible solution is not to
consider the features with regard to a single user, but with
regard to a group of users, e.g. performing the same task.

Another reason to exploit group interaction data is the
reliability of the interaction features. The features need to be
reliable indicators of the user needs, interests or intents. To
clarify what we mean by“reliable feature”, let us consider the
display-time: this feature, when considered in isolation and
referring to a single user, is subject to variations. Exploiting
this feature when predicting relevance may be difficult [3],
thus making it not reliable. But in [3] the authors found
that display-time, when used as implicit measure, is more
consistent when referring to multiple subjects performing
the same task, than when personalized to each user.

Individual users and user groups, does not necessarily
need to be considered as mutually exclusive sources for in-
teraction features. For instance, in [5] user behavior models
to predict user preferences for web ranking are learned by
exploiting simultaneously feature values derived from the in-
dividual’s behavior and those aggregated across all the users
and search session for each query-URL pair.

The selection of the features of a source to then be gath-
ered affects the modeling step, since they constitute the ev-
idence used to build a model of the source. However, the
procedure to collect features is part of the design of the
IR system, in particular, the components aimed at gather-
ing the selected features and managing them. For instance,
when interaction features have been selected as implicit in-
dicators, a browser extension can be used to monitor the
gathering of such features. This is the approach adopted in
the Lemur Query Log Project2, a study to gather the query
logs from users of the Lemur Query Log Toolbar34. It should
be noted that the development of an extension that stores
the usage data on the client side may encourage the user to
adopt this monitoring tool since no personal data need to
be provided to the server.

4. SOURCE MODELING AND PREDICTION
Once the evidence has been gathered, the next step con-

sists of modeling the evidence so that it can be used to pre-
dict relevance. In this work the mathematical construct of
the vector subspace is used for this purpose.

In this paper, the evidence gathered by the different sources
is exploited to rank information objects with respect to a
given query. This is done by using the different representa-
tions of the objects generated from the sources. For instance,
if the user “interaction behavior” is a considered source, an
information object can be described in terms of the interac-
tion features monitored when a user is visiting the object —
e.g. an object being displayed for 30 seconds, clicked 3 times
and on which 5 scrolling actions have been performed, can
be represented as the vector y = (30, 3, 5). The same ob-
ject, if the source “content” is considered, can be described
as the vector of the TF·IDF weights of the terms appearing
in it. The construct of the vector space basis is particularly
suitable to model these multiple representations. Indeed,
intuitively, the same information object can be represented
with regard to different sources in the same way the same
vector can be generated by different vector space basis.

A second reason to adopt the construct of the vector space
basis is that some of the vector subspace representations

2http://lemurstudy.cs.umass.edu/
3http://www.lemurproject.org/querylogtoolbar/
4The goal of the study is to create a database of web search
activities that will be provided to the information retrieval
research community.
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may reveal the logical structure underlying the collected ev-
idence. The collected data, prepared in a matrix, is a vector
representation of the source. This data often may be noisy.
A matrix transformation, namely a change of basis, can be
applied to map the original view of the data to one that is
less noisy. Let us consider the re-evaluation of the Vector
Space Model (VSM) proposed in [16]. The authors point out
how some assumptions underlying the traditional VSM [17]
– e.g. that the terms are orthogonal – may suggest that
the vector was interpreted as a data structure and not as a
logical construct. Subsequent developments show how the
vector can be used as a logical construct able to capture de-
pendencies between terms and between documents [16, 18].
The “latent semantics” [18] of the terms in the documents,
that is the dependencies between terms, was used as a source
for implementing a Pseudo Relevance Feedback algorithm [9]
and an Explicit Relevance Feedback algorithm [19] based on
the geometric framework adopted in this work.

To explain the role of the matrix transformation tech-
niques in the modeling step, we use the example of informa-
tion behavior as a source, where the latter is described in
terms of interaction features. A matrix A can be prepared
where the element (i, j) is feature j observed during the visit
of object i, e.g. a display-time of 30 seconds. The matrix
A, as mentioned above, can be a noisy vector-based repre-
sentation of the observed data. A matrix transformation
technique such as Principal Component Analysis (PCA) of
AT A can be used to compute a new vector space basis –
this is actually the approach proposed in [6]. PCA provides
a set of eigenvectors and a subset of them can be used to
obtain the user interaction behavior dimension – the model
of the source is the subspace spanned by the eigenvectors.
As suggested by this example, this geometric framework al-
lows us to achieve one of our goals, which is to generate a
representation of the properties of the relationships between
entities – in the example mentioned above the user behavior
was the property to be modeled.

The two mentioned approaches, that is the one adopted
in [9, 19] and that adopted in [6], provide a solution for
two distinct sources. In the former case the modeled source
is a property of an entity, namely the latent semantics of
the terms in the documents. In the latter case, the mod-
eled source is a property of a relationships between entities,
namely the user interaction behavior. However, we are also
interested in modeling relationships (if any) existing between
the properties of the entities, namely between sources, e.g.
between the latent semantics of the terms and the user inter-
action behavior – this is different from modeling properties
of relationships, e.g. the user interaction behavior.

Let us return to the scenario of a user looking for infor-
mation about restaurants in London and suppose the term
“jazz” appears in the abstract of one of the displayed re-
sults. The user when examining the result may realize that
he is more interested in jazz restaurants than in general ones.
This example also emphasizes how different sources are not
necessarily independent from each other. Indeed, the fea-
tures observed for a source (e.g. the user behavior) can be
“entangled” with the features observed for another source
(e.g. the particular meaning of a query feature in the se-
lected results).

The design of one approach per source may not be able
to model relationships that may occur between sources and
consequently to exploit them, as reported in [20]. In this

work, we consider that the relationships are themselves sources.
Therefore, it is better to not consider distinct mappings, one
for each source, but to compute a single vector space basis
to represent the relationships between sources.

The model of the sources can be used in the retrieval pro-
cess once the information objects have been represented by
the features selected to describe the sources. Indeed, the
measure of the degree to which the modeled source occurs
in an information object can be computed as the distance
between the vector representation of the information object,
which corresponds to a one-dimensional subspace, and the
subspace modeling the source(s) spanned by the vector space
basis computed in the source modeling step. This motivates
the function proposed in [9], where the author showed how
such function can be interpreted as a trace-based function
and that the measure is a probability measure. The idea of
using trace in IR, and in particular the density operators,
was originally introduced in [21], and one of its important
consequence – subsequently exploited in [9] – was to “es-
tablish a link between geometry and probability in vector
spaces” [21].

5. IMPLEMENTATION AND EVALUATION
The specific implementation we are investigating concern

the two mentioned sources, that is, the user behavior and
the latent semantic of the terms in the information objects.

With respect to user behavior, we are focusing on two
issues. The first is the selection of the source for interac-
tion features since, as discussed in Section 3, both individ-
ual and user groups interaction data can be exploited to
prepare the matrix A and to build the source model. In par-
ticular, we are investigating the difference between the two
contributions in terms of retrieval effectiveness when PCA
is adopted as the matrix transformation technique. PCA
allows handing dimensionality reduction and capturing the
relationships among the features in an unsupervised manner.
However, as stated in [6], the problem is that the eigenvector
whose components best combine the interaction features, is
not necessarily the first principal eigenvector, and the best
performance are achieved when the eigenvector is manually
selected. For this reason we are investigating other unsuper-
vised methods to obtain a vector subspace representation of
the interaction data.

With respect to the latent semantics of terms, one issue
under investigation is the selection of the terms in the feed-
back documents. Indeed, if the terms appearing in these
documents are adopted as evidence to build a source model,
one issue, particularly when real-time feedback is required,
is to handle matrices whose dimensions are the number of
distinct terms in the feedback documents. In this case a
possible solution is the selection of a subset of the terms,
e.g. the top weighted ones. However, this strategy has been
shown to not be effective [19]; therefore, we are investigating
selection criteria for “good terms”.

Since the main objective of the methodology is to model
relationships, we will look into the relationships between
sources, and investigate their implementation using the pro-
posed geometric framework, and their impact on retrieval
effectiveness. Two approaches are possible. The first ap-
proach is to rank information objects separately according
to different dimensions and then combine the rankings into
one. The second approach is to model all the sources as a
unique vector subspace and then rank the information ob-
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jects against such subspace. The latter approach has the
advantage of exploiting all the dimensions simultaneously,
thus avoiding any loss of information that may arise from not
considering relationships between sources (which is the case
with the first approach). In particular, as for the user be-
havior source, we are investigating unsupervised approaches
to model relationships among sources.

Evaluation is crucial to validate the implementation of
the methodology. The main problem is the availability of
datasets where information about user interaction behavior,
the content of results and information objects are available.
Transaction logs [7] can provide this data, but no explicit
relevance judgments are available to validate the effective-
ness of the approaches under investigation; existing datasets
with this information are not publicly available.

6. CONCLUDING REMARKS
The purpose of this work was the introduction of a method-

ology that aims at exploiting evidence coming from multiple
sources to predict the relevance of information objects for
given queries. Four methodological steps are required to
achieve this goal, namely, sources selection, features collec-
tion, dimension modeling and relevance prediction. The ge-
ometric framework proposed in [9] was chosen to implement
the last two steps because it provides a uniform model for
the sources, which can be used by to rank objects according
to their estimated relevance.

Moreover, we discussed some issues to be addressed when
implementing the methodology for two specific sources, that
is the user interaction behavior and the latent semantic of
the terms in the information objects. The issues specifically
concern the evidence collection and source modeling steps.

In future work we want to further investigate the concepts
adopted in this paper, namely, entity, relationship, dimen-
sion and feature. We chose these concepts as they relate to
the view of the world to be modeled – in our case in order
to predict relevance – which consists of entities and rela-
tionships, where the entities exists independently of their
properties. The properties, namely the sources, are the in-
formation that can be obtained by the observation of entities
and relationships between them. This is the same view of the
world adopted in the Entity-Relationship (ER) model [22],
the most widely used data model for the conceptual design
of databases. In the ER model the result of the observation
is a value and the mapping from the entities set (or the rela-
tionship set) to the value set is named attribute. The notion
of feature adopted in this work can be compared to the ER
notion of value set. Moreover the notion of dimension can
be compared to the notion of attribute, since both refers to
properties of entities and relationships.

The above discussion suggests investigate the relation-
ships among the ER model, the geometric framework pro-
posed in [9] and the methodology proposed in this paper.
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ABSTRACT
Given a classifier trained on relatively few training exam-
ples, active learning (AL) consists in ranking a set of un-
labeled examples in terms of how informative they would
be, if manually labeled, for retraining a (hopefully) better
classifier. An important text learning task in which AL is
potentially useful is information extraction (IE), namely, the
task of identifying within a text the expressions that instan-
tiate a given concept. We contend that, unlike in other text
learning tasks, IE is unique in that it does not make sense
to rank individual items (i.e., word occurrences) for anno-
tation, and that the minimal unit of text that is presented
to the annotator should be an entire sentence. In this paper
we propose a range of active learning strategies for IE that
are based on ranking individual sentences, and experimen-
tally compare them on a standard dataset for named entity
extraction.

Keywords
Information extraction, named entity recognition, active learn-
ing, selective sampling

1. INTRODUCTION
In many applicative contexts involving supervised learning,
labeled data may be scarce or expensive to obtain, while
unlabeled data, even sampled from the same distribution,
may abound. In such situations it may be useful to employ
an algorithm that ranks the unlabeled examples and asks
a human annotator to label a few of them, starting from
the top-ranked ones, so as to provide additional highly in-
formative training data. The task of this algorithm is thus
to rank the unlabeled examples in terms of how informa-
tive they would be, once labeled, for the supervised learning
task. The discipline that studies these algorithms is called
(pool-based) active learning (aka selective sampling). This
paper focuses on the application of active learning to infor-
mation extraction (IE), the task of annotating sequences of
one or more words (aka tokens) in a text by means of tags
representing concepts of interest. The hypothetically per-
fect IE system is thus the one for which, for each tag in the
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tagset of interest, the predicted sequences of tokens coincide
with the true sequences.

In text classification and other text learning tasks differ-
ent from IE, the units of ranking and the units of annotation
are the same; e.g., in text classification, it is the texts them-
selves that are ranked, and it is the texts themselves that
are then annotated in their entirety by the human anno-
tator. IE is peculiar from this standpoint since, while the
units of annotation are the tokens, it does not make sense to
rank individual tokens: if this were to happen, an annotator
would be presented with “tokens in context” (i.e., a token in
the fixed-size window of text in which the token occurs) and
asked to annotate the token, with the consequence that she
might be asked to read the same context several times, for
annotating neighbouring tokens.

In this paper we take the view that the optimal unit of
ranking is the sentence. This means that all the sentences
of the automatically annotated texts are going to be ranked
and presented to the annotator, who will then annotate all
the tokens of a few sentences, starting from the top-ranked
ones. This is different from several other works in the field
[6, 8, 12], in which the unit of ranking is a portion of text
smaller than a sentence, i.e., a predicted sequence embedded
in a fixed-sized text window a few words long. The problem
with the latter approach is that, by focusing on predicted se-
quences, the classification mistakes that the annotator cor-
rects are the false positives, while the false negatives are
never brought to the light. This results in an imbalanced
training set being fed to the learner.

We deem the sentence to be the optimal unit of ranking
for additional reasons:

• An entire sentence offers more context for actually in-
terpreting the tokens and the sequences within it than
the fixed-size window often used in the literature. This
is especially important in complex IE tasks such as
opinion extraction (see e.g., [2, 5]), in which, given the
variety of devices that language has for conveying opin-
ions, and given the uncertain boundary between fact
and opinion, the annotator needs to take very subtle
decisions.

• Different sentences never overlap, while different fixed-
length windows may do. The sentence-based approach
results in smaller annotation effort, since the same to-
ken is never examined twice by the annotator.

• From a semantic point of view, sentences are fairly
self-contained units. This means that using portions of
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text larger than sentences (e.g., paragraphs) as rank-
ing units is unnecessary, also given that it is hardly the
case that an annotation crosses the boundary between
two consecutive sentences. Conversely, with a fixed-
size window centered around a predicted sequence, an-
other true sequence may cross the boundary between
the window and its neighbouring text.

In the past, typical strategies adopted in AL for generic
learning tasks have relied on ranking objects based either
on the classification score attributed by the classifier to the
object (relevance sampling), or on the confidence score with
which the classifier has classified it (uncertainty sampling)
[9]. In IE, if we want to rank entire sentences we have to
come to terms with the fact that each token in the sentence
has obtained a classification and a confidence score for each
tag in the previous classification round, and we thus have to
generate a sentence-specific score out of the token- and tag-
specific scores, for all the tokens contained in the sentence
and all the tags in the tagset.

The main contribution of this paper consists in proposing
several alternative strategies for combining the token- and
tag-specific scores into a sentence-specific score, and com-
paring these strategies experimentally.

We remark that this paper does not deal with active learn-
ing algorithms for specific supervised learning devices (such
as e.g., [13] for text classification), but presents active learn-
ing strategies that are independent of the learning device
and that are thus in principle suitable for use with any such
device.

The rest of the paper is organized as follows. Our strate-
gies for performing AL in IE are described in Section 2. In
Section 3 we move to describing our experiments and the
experimental protocol we have followed. We conclude in
Section 4 by pointing out avenues for future work.

2. ACTIVE LEARNING STRATEGIES FOR
INFORMATION EXTRACTION

2.1 Preliminaries: Information Extraction
This paper focuses on the application of active learning to
(single-tag) information extraction (STIE, or simply IE).
Let a text T consist of a sequence T = {t1 ≺ s1 ≺ . . . ≺
sn−1 ≺ tn} of tokens (i.e., word occurrences) and separators
(i.e., sequences of blanks and punctuation symbols), where
“≺” means “precedes in the text”. Let C = {c1, . . . , cm}
be a predefined set of tags (aka labels, or classes), and let
c∅ 6∈ C be a special tag (to be read as “no tag”). We define
(single-tag) information extraction as the task of estimating
an unknown target function Φ : T → C ∪ {c∅} that specifies
the true tag in C∪{c∅} attached to each token ti ∈ T and to

each separator si ∈ T . The result Φ̂ : T → C ∪ {c∅} of this
estimation is called the tagger (or wrapper, or classifier)1. A

further property of both Φ and Φ̂ is that they can attribute
a tag cj to a separator si only if they also attribute the same
tag to both ti−1 and ti.

In most IE tasks it is actually the case that, rather than
isolated tokens and separators, sequences of consecutive to-
kens and separators are annotated with a given tag; e.g.,
the sequence“George W. Bush”, containing three tokens and

1Consistently with most mathematical literature we use the
caret symbol (ˆ) to indicate estimation.

two separators, might be annotated with the PER (“person
name”) tag. Such sequences of tokens will here be referred
to as annotated sequences (ASs); the expressions true AS

and predicted AS will refer to ASs according to Φ and Φ̂,
respectively. Note that the reason for considering separa-
tors to be the object of tagging too is that the IE system
should correctly identify sequence boundaries. For instance,
given the expression “Barack Obama, Hillary Clinton and
Joe Biden”the perfect IE system will attribute the PER tag,
among others, to the tokens “Barack”, “Obama”, “Hillary”,
“Clinton”, and to the separators (in this case: blank spaces)
between “Barack” and “Obama” and between “Hillary” and
“Clinton”, but not to the separator “, ” between “Obama”
and “Hillary”. If the IE system does so, this means that
it has correctly identified the boundaries of the sequences
“Barack Obama” and “Hillary Clinton”.

Note that “single-tag” IE means that each token (resp.,
separator) has exactly one tag. This is different from multi-
tag IE, in which it is assumed that a given token (resp.,
separator) may have more than one tag (opinion extraction
– see e.g., [5] – is an instance of multi-tag IE).

2.2 Sentence-Based AL strategies for IE
Our experimental work is focused on comparing a range of
active learning strategies for IE that are based on ranking
individual sentences. This section describes the strategies
and the intuitions supporting them.

In this work we test two alternative learning devices, sup-
port vector machines (SVMs) (see e.g., [1]), and conditional
random fields (CRFs) [7]. For SVMs we have adopted a
widely used method to realize a multiclass classifier as a com-
bination of binary classifiers, i.e., a one versus all method.
The one versus all method consists in learning m binary clas-
sifiers Φ̂c : T → R, each one trained using as the positive
examples all the tokens in the training set Tr that are la-
beled with c, and as negative examples all the other tokens,
regardless of the original label. The multiclass classifier is
then defined as Φ̂(t) = arg maxc∈C∪{c∅} Φ̂c(t), i.e., the as-
signed label is the one whose binary classifier scored the
maximum confidence.

CRFs are a discriminative probabilistic learning method
based on an undirected graph model, and is frequently used
for labeling sequential data, e.g., a sequence of words com-
posing a text. Given a token t, a CRFs classifier estimates
the likelihood Φ̂c(t) = P (c|t) for each c ∈ C∪{c∅} and, simi-
larly to SVMs, the assigned label is the one scoring the high-
est Φ̂c(t) value. CRFs are nowadays considered the state-
of-the-art learning device for information extraction [11].

The strategies we propose are based on two concepts,
label score and tag score. The label score of a token is
equal to ls(t) = maxc∈C∪{c∅} Φ̂c(t), i.e., the maximum con-
fidence score that determines the decision taken by the clas-
sifier Φ̂(t). The tag score is instead defined as ts(t) =

max{c∈C} Φ̂c(t), i.e., the maximum confidence that the clas-
sifier as on considering a token as belonging to a tag, regard-
less of the confidence with respect to c∅.

2.2.1 Tag score-based strategies
The following strategies are based on combining the label
scores assigned to the tokens in the sentence, following the
intuition that the elements on which the classifier has low
confidence could be more useful to the learner, so as to
gather knowledge on “difficult” cases.
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The Min Min Confidence (MMC) strategy assigns to the
sentence a value equal to the minimum tag score value among
the tokens composing it, i.e.,

MMC(s) = mint∈s(ts(t)) (1)

Sentence ranking is performed in increasing order ofMMC(s)
value.

Min Average Confidence (MAC) is a version of MMC that
tries instead to be robust to single “extreme” evaluations,
averaging the tag scores of all the tokens composing the
sentence, i.e.,

MAC(s) = avgt∈s(ts(t)) (2)

2.2.2 Label score-based strategies
Symmetrically to the tag-score-based strategies, the label-
score-based strategies follow the somehow different intuition
that the elements on which the classifier has high confidence
could be useful, so that the strong beliefs of the learner are
confirmed when correct or corrected when a blatant error is
found.

The Max Max Score (MMS) strategy assigns to each sen-
tence a value equal to the highest label score among the
tokens composing it, i.e.,

MMS(s) = maxt∈s(ls(t)) (3)

Sentence ranking is performed in decreasing order ofMAS(s).
Similarly to MAC, Max Average Score (MAS) instead

averages the label scores of all the tokens composing the
sentence, i.e.,

MAS(s) = avgt∈s(ls(t)) (4)

2.2.3 Tag count-based strategies
The following strategies are instead based on counting the
number of tokens that are given a tag different from c∅ by
the classifier.

The Max Tag Count (MTC) strategy counts the number
of tokens in the sentence that are given a tag different from
c∅, i.e.,

MTC(s) = |{t ∈ s|Φ̂(t) ∈ C}| (5)

Sentence ranking is performed in decreasing order ofMTC(s)
value.

Since MTC naturally favours long sentences, we have also
tested a strategy (Max Tag Ratio – MTR) that normalizes
the values by sentence length, i.e.,

MTR(s) =
|{t ∈ s|Φ̂(t) ∈ C}|

|s| (6)

The Medium Tag Ratio (MedTR) strategy instead top-ranks
the sentences with a tag ratio closer to the average tag ratio
measured on the training set, i.e.,

MedTR(s) =
MTR(s)

avgs′∈TrMTR(s′)
(7)

2.2.4 Round Robin-based strategies
While the previous strategies always combine the confidence
values returned on the various tag types, the following strate-
gies are based on computing values separately for each tag,
then selecting the most informative sentences using a“round
robin” selection process across all the tags.

The Round Robin Max Score (RRMS) strategy assigns,
for each c ∈ C, a relevance score to the sentence equal to
the maximum score obtained by the tokens contained in it,
i.e.,

RRMSc(s) = maxt∈s(Φ̂c(t)) (8)

Then a round robin selection process is performed on the
|C| rankings produced.

Similarly to MAS, Round Robin Average Score (RRAS)
uses averaging instead of maximization, i.e.,

RRASc(s) = avgt∈s(Φ̂c(t)) (9)

The Round Robin Max Tag Ratio (RRMTR) strategy ap-
plies instead the MTR strategy considering the various tags
separately from each other, so as to avoid favouring the most
frequent tags over the most infrequent.

3. EXPERIMENTS

3.1 Experimental setting
The dataset we have used for evaluating our strategies is the
CoNLL2003 named entity extraction dataset. The dataset
consists of 1,393 Reuters newswire articles, for a total of
301,418 tokens. The tagset consists of 4 tags (LOC, PER,
ORG, MISC, standing for “location”, “person”, “organiza-
tion”, and “miscellaneous”, respectively) plus the special tag
O, which tags any token / separator not tagged by any tag
in {LOC, PER, ORG, MISC}. The tokens inside the cor-
pus are tagged as follows: 10,645 tokens are tagged as LOC,
9,323 as ORG, 10,059 as PER, 5,062 as MISC, while the
remaining 266,329 are tagged as O. We used a version of
the CoNLL corpus already preprocessed with Pianta and
Zanoli’s Tagpro system [10], a PoS-tagging system based on
YamCha that computes features such as prefixes, suffixes,
orthographic information (e.g., capitalization, hyphenation)
and morphological features, as well as PoS tags and chunk
tags. These features altogether form the vectorial represen-
tations of tokens and separators that are fed to the learning
device.

For this latter, we have tested two alternative, off-the-shelf
packages, i.e., YamCha2 and CRF++3, respectively based
on support vector machines and conditional random fields.

We evaluate the results of our experiments using the F1

measure on a token & separator evaluation model [3]. The
token & separator model considers each token and each sep-
arator as being the objects of tagging; for instance, given
tag c, the TP (“true positives”) entry of the contingency ta-
ble for c consists in the number of tokens that are correctly
assigned token c plus the number of separators that are cor-
rectly assigned token c. Once the contingency tables for all
the tags in C have been filled, the evaluation is done by
using standard micro-averaged and macro-averaged F1.

3.2 Experimental protocol
In this work we adopt the following iterative experimental
protocol. The protocol has three integer parameters α, β,
and γ. Let Ω be a set of natural language sentences parti-
tioned into a training set Tr and a test set Te, and let σ be
an active learning strategy:

1. Set an iteration counter t = 0;
2http://www.chasen.org/~taku/software/YamCha/
3http://crfpp.sourceforge.net/
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2. Set the current training set Trt to the set of the first α
sentences of Tr; set the current “unlabeled set” Ut ←
Tr/Trt;

3. For t = 1, . . . , β repeat the following steps:

(a) Generate a classifier Φ̂t from the current training
set Trt;

(b) Evaluate the effectiveness of Φ̂t on Te;

(c) Classify Ut by means of Φ̂t;

(d) Rank Ut according to strategy σ, thus generating
the ranking σ(Ut);

(e) Let r(Ut, γ) be the smallest prefix of σ(Ut) (i.e.,
the smallest number of top-ranked elements of
σ(Ut)) that contains at least γ tokens; set Trt+1 ←
Trt ∪ r(Ut, γ); set Ut+1 ← Ut/r(Ut, γ).

It is important to remark that Step 3b has only the purpose
of collecting the results for experimental purposes (i.e., for
producing the tables of Section 3.3); since it uses the test
set Te, its results should obviously not be (and are not)
accessible to the algorithm.

The above protocol simulates the activity of a human an-
notator who, at the beginning of the process, has available a
training set Tr0 consisting of α manually tagged sentences,
and an “unlabeled set” U0 consisting of |Tr| − α untagged

sentences. The annotator generates a classifier Φ̂0 from Tr0,
uses it to tag the sentences in U0, asks the active learning
agent to rank them, manually labels the top-ranked ones for
a total of roughly γ tokens, generates a new classifier Φ̂1

from an augmented training set that comprises Tr0 and the
newly tagged sentences, and repeats this process β times.

In our experiments we have set α = 110 (in the CoNLL
2003 dataset this means approximately 2000 tokens), β =
20, and γ = 200; this means that each strategy will be eval-
uated by testing the accuracy of the classifiers generated
from training sets consisting of approximately 2000, 2200,
. . . , 5800, 6000 training tokens, for a total 20 experiments
per strategy. We think these parameters are realistic, since
they simulate a situation in which

• there are only about 100 manually tagged sentences at
the beginning; (this is reasonable, since in many ap-
plications in which significantly more training data are
available, human annotators might not find it worth-
while to annotate any further);

• every time the human annotator manually labels 200
unlabeled tokens, he/she wants to retrain the system;
(this is reasonable, since he/she wants the operate on a
ranking of the unlabeled documents that incorporates
as much as possible the feedback he/she has already
given to the system;)

• the human annotator does not want to do any further
manual labeling once about 6,000 training tokens are
available; (this seems reasonable, since at this point
the cost-effectiveness of the manual effort has probably
decreased significantly.)

As the baseline strategy for the evaluation of our results
we adopt the one that consists in adding further labeled
sentences to the training set by picking them at random.
This simulates the behaviour of a human annotator that
picks unlabeled sentences and labels them in no particular
order.

3.3 Results
The main results of our experiments are summarized in Ta-
ble 1. This table reports, for each individual strategy, the
values of Fµ1 and FM1 obtained after 20 training sessions
resulting from the protocol of Section 3.2, with α = 110,
β = 20, and γ = 200, using the two different learners, SVMs
and CRFs.

Quite surprisingly, the only genuine strategy that outper-
forms the random baseline is the MAC strategy. The rel-
ative improvement of MAC over RAND ranges from 3.9%
up to 6.3%. This improvement matches our expectations,
given the close relation between the MAC strategy with the
uncertainty sampling [9] method which already proved to be
effective for AL.

Surprisingly, all the other strategies perform worse or no
better than the random baseline. In order to understand the
possible motivations behind these results we have inspected
the sentences selected by the various strategies at the var-
ious iterations. This inspection allowed us to draw some
specific conclusions on some of the strategies, and a general
observation for the entire pool of strategies.

The MTR and RRMTR strategies tend to select very
short sentences (two/three words) composed just by named
entities. This allows gathering a lot of different instances
of named entities, but without a context of use, which is
important in order to learn how to perform extraction from
longer, more articulated sentences.

The MTC strategy selects sentences of variable length,
but tends to exceed in selecting sentences full of named en-
tities, thus with a very limited amount of O-tagged tokens.

A common aspect of all the strategies is that, the more
similar two sentences are, the more similar are the scores
that the various strategies assign them. If the dataset con-
tains a lot of similar sentences, and such sentences obtain
high scores, the contribution of relevant information to the
training set is limited, because of the redundancy contained
in the set of sentences selected.

A comparison between the strategies based on round robin
(RRAS, RRMS, RRMTR) against the respective “single-
rank” versions (MAS, MMS, MTR) shows that the RR-
strategies produce an improvement in the FM1 measure, as
should be expected when using a class-balancing method as
RR.

The comparison of the averaging-based strategies (MAC,
MAS, RRAS) against the respective versions based on max-
imization / minimization (MMC, MMS, RRMS) shows that
averaging always perform better than maximization / min-
imization. This indicates that the smoothing introduced by
the averaging helps the strategies to filter out the single
“false-relevant” tokens that may appear in otherwise non-
relevant sentences.

4. CONCLUSIONS
We have argued that, in active learning for information ex-
traction, the sentence should be the unit of ranking. We
have thus studied several strategies for scoring a given sen-
tence for ranking, based on the classification score and the
confidence score obtained by each token in the sentence. On
the positive side, the experimental results that we have ob-
tained by testing these strategies on a named entity extrac-
tion task show one such strategy (Min Average Confidence)
to outperfom the others, irrespectively of learning device
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base MAC MAS MMC MMS RRAS RRMS MTR RRMTR MTC MedTR

Fµ1
YamCha .650 .683 .583 .645 .530 .639 .596 .628 .607 .632 .555
CRF++ .656 .697 .610 .654 .463 .643 .573 .622 .509 .626 .544

FM1
YamCha .634 .661 .525 .633 .526 .644 .577 .593 .597 .613 .538
CRF++ .639 .664 .546 .634 .473 .633 .564 .563 .519 .606 .517

Table 1: Values of F1 obtained after the last training session, i.e., with classifiers trained on approximately
2,000 training tokens plus approximately 4,000 tokens manually annotated as a result of the active learning
strategy. Boldface indicates the best performance.

used (support vector machines or conditional random fields)
and evaluation measure (microaveraged or macroaveraged
F1) used. On the negative side, the same results show that
all the other strategies, that seem based on solid intuitions,
tend to be roughly equivalent to a random strategy. In the
future we plan to test these strategies further, possibly on
IE tasks more difficult than named entity extraction such as
opinion extraction.
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ABSTRACT
We study the evaluation of opinion retrieval systems. Opin-
ion retrieval is a relatively new research area, nevertheless
classical evaluation measures, those adopted for ad hoc re-
trieval, such as MAP, precision at 10 etc., were used to assess
the quality of rankings. In this paper we investigate the ef-
fectiveness of these standard evaluation measures for topical
opinion retrieval. In doing this we split the opinion dimen-
sion from the relevance one and use opinion classifiers, with
varying accuracy, to analyse how opinion retrieval perfor-
mance changes by perturbing the outcomes of the opinion
classifiers. Classifiers could be studied in two modalities,
that is either to re-rank or to filter out directly documents
obtained through a first relevance retrieval. In this paper we
formally outline both approaches, while for now focussing on
the filtering process.

The proposed approach aims to establish the correlation
between the accuracy of the classifiers and the performance
of the topical opinion retrieval. In this way it will be possi-
ble to assess the effectiveness of the opinion component by
comparing the effectiveness of the relevance baseline with
that of the topical opinion.
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H.3.0 [Information Storage and Retrieval]: General;
H.3.1 [Information Storage and Retrieval]: Content
Analysis and Indexing; H.3.3 [Information Storage and
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1. INTRODUCTION
Sentiment analysis aims to documents classification, ac-

cording to opinions, sentiments, or, more generally, sub-
jective features contained in text. The study and evalua-
tion of efficient solutions to detect sentiments in text is a
popular research area, and different techniques have been
applied coming from natural language processing, compu-
tational linguistics, machine learning, information retrieval
and text mining.

The application of sentimental analysis to Information Re-
trieval goes back to the novelty track of TREC 2003 [13].
Topical opinion retrieval is also known as opinion retrieval
or opinion finding [4, 9, 11]. In [5, 3, 2, ?] dictionary-based
methodologies for topical opinion retrieval are proposed. An
application of opinion finding to blogs was introduced in the
Blog Track of TREC 2006 [8]. However, there is not yet
a comprehensive study of evaluation of topical opinion sys-
tems, and in particular of the interaction and correlation
between relevance and sentiment assessments.

At first glance, evaluation of opinion retrieval systems
seems to not deserve any further investigation or extra ef-
fort with respect to the evaluation of conventional retrieval
systems. Traditional evaluation measures, such as the Mean
Average Precision (MAP) or the precision at 10 [8, 6, 10,
11], can be still used to evaluate rankings of opinionated
documents that are also assessed to be relevant to a given
topic. However, if we give a deeper look at the performance
of topical opinion systems we are struck by the diversity in
the observed values of performance. For example the best
run for topic relevance in the blog track of TREC 2008 [10]
achieves a MAP value equal to 0.4954, that drops to 0.4052,
as concerns the MAP of opinion, in the opinion finding task.
Performance degradation is as expected because any variable
which is additional to relevance, i.e. the opinion one, must
deteriorate the system performance. However, we do not
have yet a way to set apart the effectiveness of the opinion
detection component and evaluate how effective it is, or to
determine whether and to which extent, the relevance and
opinion detection components are influenced by each other.
It seems evident that an evaluation methodology or at least
some benchmarks are needed to make it possible to assess
how effective the opinion component is. To exemplify: how
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effective is the performance value of opinion MAP 0.4052
when we start from an initial relevance MAP of 0.4954? It
is indeed a matter of fact that opinion MAP in TREC [8, 6,
10], seems to be highly dependent on the relevance MAP of
the first-pass retrieval [9].

The general issue is thus the following: can we assume
that absolute values of MAP can be used as they are to
compare different tasks, in our case the topical opinion and
the ad hoc relevance task; and thus: evaluation measures
can be used without any MAP normalization to compare
or to assess the state of the art of different techniques on
opinion finding?

At this aim, we introduce a completely novel methodolog-
ical framework which:

• provides a bound for the best achievable opinion MAP,
for a given relevance document ranking;

• predicts the performance of topical opinion retrieval
given the performance of the topic retrieval and opin-
ion detection;

• viceversa, provides whether a given opinion detection
technique gives a significant or marginal contribution
to the state of the art;

• investigates the robustness of evaluation measures for
opinion retrieval effectiveness.

• indicates what re-ranking or filtering strategy is best
suited to improve topical retrieval by opinion classi-
fiers.

This paper is organized as follows. The proposed evalua-
tion method is presented in sections 2 and 4; section 3 in-
troduces the collection used for tests. Results are presented
in section 5, and conclusions follow in section 6.

2. EVALUATION APPROACH
An opinion retrieval system is based on a topic retrieval

and an opinion detection subsystem [9]: different kinds of
“information” are retrieved and weighted in order to gener-
ate a final ranking of documents that reflects their relevance
with both topic and opinion content. To analyse the effec-
tiveness of the whole system, we should be able to quantify
not only the performance of the final result, but also the con-
tribution of each subsystem. As usual, the evaluation metric
used in literature for the final ranking is the MAP. But MAP
(of relevance and opinion) for the final ranking is not suf-
ficient to fully assess the performance of the whole system:
the contribution of each component, taken separately, needs
to be identified.

The input to the proposed topical opinion evaluation pro-
cess is the relevance baseline, i.e. the ranking of documents
generated by the topic retrieval system, here considered as
a black box. The effectiveness of the topic retrieval compo-
nent is measured by the MAP of opinion and relevance of
this baseline.

The evaluation of the effectiveness of the opinion detec-
tion component, relies on artificially defined classifiers of
opinion. The artificial classifier Ck

O classifies documents as
opinionated, O, or not opinionated, O, with accuracy k,
0 ≤ k ≤ 1. The classification process is independent from
the topic relevance of documents. To achieve accuracy k Ck

O
properly classifies each document with probability k.

Therefore the number of misclassified documents is (1−k)·
n, where n is the number of classified documents. Assuming
the independence between opinion and relevance, the mis-
classified documents will be distributed randomly between
relevant and not relevant.

The outcomes of these artificial classifiers are then used to
modify the baseline. This can be done following two different
approaches:

• a filtering process: when documents of the baseline are
deemed as not opinionated by the classifier, they are
removed from the ranking;

• a re-ranking process: when documents of the baseline
are considered as opinionated by the classifier, they
receive a “reward” in their rank.

The filtering process uses the classifier in its classical mean-
ing. This process is particularly suitable to analyse the ef-
fectiveness of the technique itself to opinion detection, as a
classification task [12], and its effects on topical opinion per-
formance. Opinion filtering also gives some interesting clues
on what is the optimal performance achievable by an opin-
ion retrieval technique based on filtering, and also whether
filtering strategy is in general superior or not to even very
simple re-ranking strategies.

In the re-ranking process a “reward” function for the doc-
uments has to be defined. In such a case we introduce bias
in assigning correct rewards, and we thus may observe the
effectiveness of a re-ranking algorithm as long as the opinion
detection performance changes.

By “comparing” the results of an opinion retrieval system
with the filtering process, or the re-ranking process at several
levels of accuracy, we can obtain relevant clues about:

• the overall contribution introduced by the opinion sys-
tem only and its robustness;

• the effectiveness of the opinion detection component;

In the following we formally describe both the approaches
and focus on the experimentation concerning the filtering
process only.

3. EXPERIMENTATION ENVIRONMENT
We used the BLOG06 [7] collection and the data sets of the

Blog Track of TREC 2006, 2007 and 2008 [8, 6, 10] for our
experimentation. Since 2006, Blog Track has an evaluation
track on blogs where the main task is opinion retrieval, that
is the task of selecting the opinionated blog posts relevant
to a given topic [9]. BLOG06 collection size is 148 GB and
contains spam as well as possibly non-blogs and non-English
pages.

The data set consists of 150 topics and a list, the Qrels,
in which the relevance and content of opinion of documents
are assessed with respect to each topic. An item in the
list identifies a topic t, a document d and a judgement of
relevance/opinion assigned as follows:

• 0 if d is not relevant with respect to t;

• 1 if d is relevant to t, but does not contain comments
on t;

• 2 if d is relevant to t and contains positive comments
on t;
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• 3 if d is relevant to t and contains neutral comments
on t;

• 4 if d is relevant to t and contains negative comments
on t.

Note that not relevant documents are not classified ac-
cording to their opinion content.

In the following, [x] denotes the set of documents labelled
by an x = 0, 1, 2, 3, 4, and not labelled documents belong to
[0] by default.

TREC organizers also provide the best five baselines, pro-
duced by some participants, denoted by BL1, BL2, . . . , BL5.

4. EVALUATION FRAMEWORK
The behaviour of artificial classifier Ck

O is defined through
the Qrels. Ck

O predicts the right opinion orientation of each
document in the collection by searching it in the Qrels. The
accuracy k is simulated by the introduction of a bias in the
classification. Documents not appearing or assessed as not
relevant in the Qrels, will be classified according to the dis-
tribution of probability of opinionated and not opinionated
documents among the relevant ones. Taking into account
both relevance and opinion in the test collection we obtain
the contingency Table 1. As shown in table 1, the Qrels does
not provide the opinion classes for not relevant documents.
The missing data complicate a little bit, but not much, the
construction of our classifiers. To overcome the problem, we
assume that

Pr(O|R) = Pr(O|R) (1)

Equation 1 asserts that there is not a sufficient reason to
have a different distribution of opinion among relevant and
not relevant documents. An a priori probability, Pr(O),
for opinionated documents is still unknown. However equa-
tion 1 implies that O and R are independent, thus

Pr(O|R) = Pr(O) (2)

From equations 1 and 2 follows that

Pr(O|R) = Pr(O|R) = Pr(O) = 1− Pr(O) (3)

Equations 2 and 3 are equivalent to assume that the set
{[2] ∪ [3] ∪ [4]}, as defined in Table 1, is a sample of the set
of opinionated documents. Thus, without loss of generality,
we can define Pr(O) using only the documents classified as
relevant by the Qrels as follows:

P (O) =
|{[2] ∪ [3] ∪ [4]}|

|{[1] ∪ [2] ∪ [3] ∪ [4]}| (4)

and consequently

P (O) = 1− P (O) =
|[1]|

|{[1] ∪ [2] ∪ [3] ∪ [4]}| (5)

In the following we study whether and how the set of rel-
evant and not relevant documents classified as opinionated
affects the topical opinion ranking.

We have to say that for both approaches, filtering or re-
ranking, a misclassification may have controversial effects
on the effectiveness of the final ranking. If we filter docu-
ments by opinions with a classifier, for example, the mis-
classified and removed not relevant documents may bring a
positive contribution to the precision measures, because all
opinionated and relevant documents that were below them,

will have a higher rank after their removal. Even with the
re-ranking approach we have a similar situation, but this
precision boosting phenomenon is attenuated by the fact
that re-ranking is not based on as drastic decision as that
of a removal, and the repositioning of a document does not
propagate to all documents that are below it in the original
ranking.

O O
R |{[2]∪[3]∪[4]}| |[1]|
R NA NA

Table 1: the contingency table for an opinion-only
classifier for documents in the BLOG06 collection.
R denotes relevance, R non-relevance; O denotes
opinion, O non-opinion. With the notation [x] we re-
fer to the class of documents labelled by x = 1, 2, 3, 4
in the Qrels.

Together with Ck
O, we introduce a random classifier CRC

O
that classifies documents according to the a priori distribu-
tion of opinionated documents in the collection. It repre-
sents a good approximation of the random behaviour of a
classifier. More precisely, this classifier assesses a document
as opinionated with probability P (O) and as not opinion-
ated with probability Pr(O) = 1− Pr(O).

4.1 Filtering approach
As already stated, in the filtering approach documents

classified as not opinionated are removed from the baseline.
Note that while relevant documents contribute and improve
the evaluation measure, if correctly classified, the not rele-
vant ones do not contribute directly to this measure.

In conclusion if a not relevant document is classified as
opinionated not being actually opinionated, then this mis-
classification will not affect the evaluation measure. Differ-
ently the removal of not relevant documents regardless of
their real opinion orientation, always positively affects the
ranking, even if misclassified.

For relevant documents instead the misclassification al-
ways negatively affects the ranking.

With this approach we can observe how hard is to over-
come the baseline, i.e. we can identify how effective must
be the opinion detection technique to improve the starting
topic retrieval.

4.2 Re-ranking approach
Re-ranking techniques essentially are fusion models [9]

that combine a relevance score sR(d) and an opinion score
sO(d) (or two ranks derived from these scores) for a docu-
ment d. The new score sOR(d) is a function of the two non
negative scores, sR(d) and sO(d):

sOR(d) = f(sR(d), sO(d)) (6)

Given a classifier Ck
O, we define a new score sCOR(d) based

on the outcomes of Ck
O according to which the baseline is

re-ranked. sCOR(d) is defined as follows:

sCOR(d) =

(
f(sR(d), sO(d)) if d ∈Ck

O
O

f(sR(d), 0) if d 6∈Ck
O

O
(7)

where ∈Ck
O

denotes the classifier outcome, that is when the

document is assigned to a given class. Note when k = 100%
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and assuming that f(·, ·) is a not decreasing function of
sO(·), i.e. f(sR(d), x) ≥ f(sR(d), x′), ∀x ≥ x′, the opin-
ion MAP of any ranking based on sOR(·) does not exceed
that based on sCOR(·) .

All the above considerations can be further extended to
the case in witch the sOR(d) is based on the ranks of d
instead of on its scores (of relevance and opinion).

5. EXPERIMENTATION RESULTS
In this paper we report the experimentation results for the

filtering approach. The filtering process has been repeated
20 times for each baseline and for accuracy k = 0.5, 0.6,
0.7,0.8,0.9,1. Mean values of the MAPs are reported.

Table 2 reports, in decreasing order, the relevance MAPs
(MAPR) and the opinion MAPs (MAPO) for each baseline.

Baselines

MAPR MAPO

BL4 0.4776 0.3542

BL5 0.4247 0.2974

BL3 0.4079 0.3007

BL1 0.3540 0.2470

BL2 0.3382 0.2657

Table 2: MAP of relevance (MAPR) and opinion
(MAPO) of the five baselines.

In figure 1 MAP values are reported for each baseline as
long as the accuracy of classifiers changes. The dotted lines
represent the baselines opinion MAPs and the dot-dashed
lines represent the baseline relevance MAPs. The MAP val-
ues of random classifier is also reported as the dashed lines
in the graphs.

Analysing the MAP trend we can infer the following ob-
servations:

1. the baseline MAPR is an upper bound for the MAP0

obtained with a filtering approach;

2. the random classifier always deteriorate the perfor-
mance of the baseline MAP0.

3. the minimal accuracy needed to improve by filtering
the baseline MAP0 is very high, at least 80%;

4. there is a linear correlation between the MAP0 achiev-
able by a classifier with accuracy k and the accuracy
itself.

First three remarks says that filtering strategy is very dan-
gerous for MAP0 performance, that is removing documents
affects greatly the performance of the topical opinion re-
trieval.

From the above considerations, we may conclude that the
opinion retrieval task is not easy and that having good re-
sults with a filtering approach requires a too high accuracy.
The experimentation instead allows us to identify a plausible
range for the MAP achievable by an opinion retrieval system:
the classifier with accuracy 100% and the random classifiers
obtains performance that can be considered as thresholds
for the best and the worst opinion detection system. It is

also evident that higher the baseline MAP is, higher the ac-
curacy of classifier must be to introduce some benefits with
a filtering approach with respect to relevance only retrieval.

6. CONCLUSIONS AND FUTURE WORKS
The opinion retrieval problem seems to be a relatively

hard task: the combination of two variables like topic rel-
evance and opinion, requires a deep analysis on their cor-
relation. From the results of TREC competitions [8, 6, 10,
9], emerges the lack of exhaustive evaluations measures: the
MAP, Precision at 10 and R-Precision are not sufficient alone
to give a complete analysis on the systems performances.

Up to now we have studied only the filtering of documents
by opinions. This strategy however requires a very high
accuracy of the classification. We will compute the study
with re-ranking approach starting from the approach used
in [1, 2].

Our approach is able to provide an indicative accuracy
of the opinion component of the topical opinion retrieval
system. It also allows us to propose an evaluation frame-
work, able to evaluate the effectiveness of opinion retrieval
systems.
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ABSTRACT
This paper describes a new interaction paradigm well suited
to perform web searches though a mobile device. The proto-
typal system that implements this novel interaction frame-
work is named Matrioshka, that is a multi-modal system. In
this paper we focus on the interaction framework and will
introduce briefly an overview of the mobile version of Ma-
trioshka. This framework is based on cluster manipulation
operations. The results of a user request, yielded by one
or more search engines, are organized into labelled clusters.
Then, some manipulation operators can be applied to re-
rank clusters or to combine them to generate new clusters.
These facilities allow the user to capture the relevant doc-
uments hidden in the large set of retrieved ones in the first
ranked clusters.

Keywords
Web searches, mobile information retrieval, results cluster-
ing, ranking strategies

1. INTRODUCTION
The large diffusion of Internet connections from anywhere

at anytime has arisen the problem of more effective ways
of searching the Web from mobile devices. In this paper,
a mobile interaction framework for web meta-searching is
proposed, whose definition is motivated by the observation
that the visualization method based on the ranked list of
web pages is too long to fit small screens such as those of
mobile devices. Further, with the aid of a mobile keyboard,
the usual way of interacting with search engines based on
repeated cycles of query reformulation imposes too much
burden to the user. At the same time, it is too expensive in
terms of the high cost of mobile connections. In fact, if users
do not find what they are looking for in the first one or two
result pages, they are more keen to reformulate a new query
than to analyze successive pages, or to submit the current
query to another search engine.

To overcome these drawbacks, some search services such
as vivisimo, clusty, Snaket, Ask.com (at [1]), MS AdCenter
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Labs Search Result Clustering, etc., proposed to cluster the
results of Web searches. W.r.t. the ranked list, clustered
results are more compact and offer an overview of the main
topics dealt with in much more documents than those con-
tained in the first few pages, that would be missed otherwise
[8, 16, 11]. As far as we know, in the literature we found
only one academic mobile search engine, named Credino [2]
that exploits clustered results.

On the other side, one problem users encounter with such
clustered results, is the inability of fully understanding the
contents of the clusters. This is mainly due to the short and
sometimes bad quality of the clusters’ labels, which generally
consist of a few terms, or individual short phrases, which are
automatically extracted from the documents within clusters.
Often, several clusters have similar labels, which differ just
for a single term. To effectively explore the cluster contents,
users have no other means than clicking on the cluster labels
and browsing the clusters themselves. On a mobile device,
this modality would again require too much scrolling.

The idea of our proposal is to maintain the result clus-
tering paradigm, and to provide users with a language to
manipulate clusters. Both several ranking criteria to dif-
ferently order the clusters, and operators to combine the
clusters themselves are defined whose final aim is to make
possible the exploration of the retrieved contents.

The literature on mobile search engines mainly focuses on
modelling the user context, considering primarily the user
geographic location, in order to filter the retrieved results
[10]; other topics are the summarization of documents [7],
and the definition and use of data visualization schemes [13].
In [6] the clustering of retrieved results is proposed as a use-
ful way of presenting the search results on small screens, but,
to the best of our knowledge, only the mobile search engine
Credino [2] performs clustering.
The manipulation language as a basis for a flexible interac-
tion makes our proposal substantially different from Credino
[2], where the focus is the clustering algorithm it adopts
w.r.t. other clustering methods, and does not offer criteria
to explore the cluster contents.

A motivation of utility of the manipulation language can
be found in [12] which advocates the need of tools for giv-
ing the user more immediate control over the clusters of
retrieved web documents. Our proposal can be particularly
useful when groups of clusters with same or almost same la-
bels are generated by distinct requests or by the same query
submitted to distinct search engines. In such situations it
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becomes necessary to explore the contents of the clusters
and their relationships in terms of number of contained doc-
uments, relevance of contents, homogeneity of contents, or
common and distinct contents with other clusters. This
task an exploratory task, that may last for a long time, and
may require to reuse the intermediate results several times.
For this reason, storing of the intermediate results into a
database is essential for successive manipulation. Further-
more, the local manipulation of results avoids the useless
overloading of both the network and the search engines. In
fact, in current practices, several modified queries are sub-
mitted to the search engines, trying to capture relevant doc-
uments in the first positions of the ranked list; note that
most of these documents were already retrieved by the pre-
vious queries, although hidden to the user since they did not
occur in the first positions.

In [4] and [5], we proposed and defined the operators for
combining the clusters for revealing their implicit relation-
ships. In [3] a prototypal mobile meta search system was
proposed that allows easily using the combination operators.

In this paper we propose an extension of the manipulation
language by introducing a ranking operator that makes pos-
sible the exploration of the cluster contents based on distinct
properties of the clusters.

2. THE INTERACTION FRAMEWORK
Data Model. Here we describe the data model on which
the proposed interaction framework is based. We start con-
sidering a query q submitted to a search engine; its result is
a ranked list of documents, that we call items.

Definition 1: Item An item i represents (an instance of)
a document retrieved by a web search. It is described by
the following attributes: uri, which is the Uniform Resource
Identifier of the ranked web document; title and snippet
which are, respectively, the document title and snippet1;
finally, irank is a score (in the range [0, 1]) that expresses
the estimated relevance of the retrieved document w.r.t. the
query. �

The same document (web page) may be represented by
distinct items in distinct result lists. In facts, we assume
that a document is uniquely identified by its uri [9], while it
may have distinct snippets, irank and title, when retrieved
by different search services (or by different queries). We
assume that irank is a function of the position of the item
in the query result list.
In our system, the results of a user request (or exploration)
are not simply a ranked list of documents, but they are
gathered in ordered clusters.

Definition 2: Cluster A cluster c is a set of items, having
a rank. It is defined by two attributes: label is a set of
terms that semantically synthesize the main content of the
cluster; crank is a score (in the range [0, 1]) depending on
some property of the cluster. �

A cluster label is automatically generated by a specific
labelling algorithm on the basis of frequent terms in cluster
items [3].
At this point we define the main element of the data model.

Definition 3: Group A group g is a non empty, ordered
set of clusters. It is described by the following attributes:

1The snippet is an excerpt of the document, made by a set
of sentences that may contain the keywords of the query

label, a set of terms that semantically synthesizes the main
content of the group; s, the name of the search engines used
to retrieve the items in the clusters of the group. �

Finally we define the users’ History repository.

Definition 4: History A history H is a set of items. It
can be the empty set, at the beginning of a search session,
and it can be updated by explicit action of the user when
he/she decides to save a retrieved document. �

Manipulating Clusters. The procedure that generates
a group is initially activated by a search operator, named
CQuery, that allows users to query a search engine (e.g.,
Google, Yahoo!, MSN Search) and to cluster the results. In
the implementation we considered a maximum of N docu-
ments, with n ≥ 30, i.e., a number of documents greater
than that retrieved in the first three pages, those usually
analyzed by a common user.

On this basis, for each retrieved document, the operator
builds an item i, whose irank value depends on the position
of the document in the result list: i.irank = (N − Pos(d) +
1)/N (where Pos(d) is the position of the document in the
query result list). In this way, a document in the first posi-
tions has a rank r.irank very close to 1. This is done in order
to achieve independence and comparability of the ranking
produced by distinct search engines.

The ranked list obtained as a result by the search opera-
tor, is then clustered by applying the Lingo algorithm [14].
Lingo is used to perform a flat crisp clustering of the query
results on the basis of their snippets and titles. Once clus-
ters are obtained, they are labelled. Finally also the groups
are labelled (see [3] for the labelling algorithm) to synthesize
the most central contents retrieved by all their clusters.

Successively, one can decide either to explore the groups of
clusters retrieved by a single query by applying some ranking
operation described in 2.1 which evaluates a cluster property,
or one can generate other groups by combining the obtained
ones through the operators defined in Section 2.2.

2.1 Cluster Ranking Methods
Once the results of a query are obtained as a group of

ranked clusters, in which the default crank score is computed
as the average of the irank of its documents, the user has
the possibility to re-rank the clusters based on the evaluation
of some other clusters’ property. This allows to obtain, in
the first positions of the ranked list of clusters, those clusters
that previously could appear in the last positions. This is the
novel contribution of the paper w.r.t. our previous work: the
user is this way provided with the possibility of evaluating
groups by different perspectives.

The cluster properties that can be considered for the rank-
ing are the following:

• Relevance: this is defined as the average of the relevance
scores of documents belonging to the cluster and is the de-
fault property for the ordering of clusters; the relevance
scores of clusters are the irank values computed as previously
defined from the documents’ positions in the ranked list re-
turned by the search engine. Ordering clusters by decreasing
values of their relevance means being interested primarily in
the relevance of documents contained in the clusters.
• Ponderosity : this is defined as the cluster cardinality, and
it measures how many documents belong to the clusters; the
ranking of clusters in decreasing order of their ponderosity
can be useful for users interested in high recall.
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• Heterogeneity : this is defined as the variance of the doc-
uments vectors, represented in the space of index terms ex-
tracted from their titles and snippets, and weighted by their
relative frequency, w.r.t. the cluster centroid vector, defined
as the average vectors of all the documents vectors belonging
to the cluster. The greater the variance the more heteroge-
neous is the cluster: by choosing to rank clusters in increas-
ing order of their heterogeneity means being interested in
contents focalized on the specific meaning expressed by the
label of the cluster, since the cluster label is generated from
its centroid vector. This can be useful in target searches.
Conversely, by choosing to rank clusters in decreasing or-
der of their heterogeneity means being more tolerant on the
meaning expressed by the cluster label; this can be useful
when one is unsure to have expressed by the query the actual
information needs and wants to soften the selection condi-
tions.
• Novelty : this is defined as the proportion of novel docu-
ments contained in the cluster w.r.t. previously already seen
documents, that the user has saved in the history reposi-
tory; choosing a novelty ranking means being interested in
new documents on the topics of a search and can be useful
in the context of bibliographic surveys.

In order to rank clusters of a group based on one of the
above properties the operation ClusterRank is defined:

g′ = ClusterRank(g, property, order)
in which g and g′ are the input and output groups of clusters,
property takes values in a set of strings {Relevance, Pon-
derosity, Etherogeneity, Novelty} denoting a cluster prop-
erty; order ∈ {increasing, decreasing} indicates the desired
ordering, i.e., increasing and decreasing w.r.t. the value of
the specified cluster property, respectively.
g′ has the same label of g and contains the same clusters of
g with the only difference that the clusters’ crank scores are
computed based on the specified proverty of the clusters:

cranki = property(ci)
MAXk(property(ck))

2.2 Combining Groups of Clusters
The system provides users with the possibility to interact

with the results of search services organized in groups of
clusters, in order to get more satisfactory and refined results
to their needs. To this aim, the user can choose to apply
different sequences of operators on selected groups, in order
to recombine (modify, explore) their structure and content.

The operators that we are going to illustrate are formally
defined in [4]; they are inspired by the operators provided by
the Relational Algebra (i.e. intersection, join, union etc.),
thought they are specifically defined for groups of clusters.
They generate, starting from two input groups g1 and g2,
one group g′ that may contain one ore more clusters; it can
also be empty, in the case no common items are detected.

First of all, we describe two basic operations that combine
items belonging to two input clusters to get a new cluster.

We define two basic operations: Cluster Intersection and
Cluster Union. They work on the uri of the items of two
input clusters, assuming that uri is the document’s unique
identifier. The rationale of this assumption is the fact that
the same document, retrieved by two different search ser-
vices, may have different title and snippet, but maintains
the same uri. Consider the intersection of two clusters c1

and c2, denoted as:
c′ = ClusterIntersection(c1, c2).

The irank of i′ ∈ c′, the cluster resulting from the intersec-
tion, is defined as the minimum irank value of i1 and i2.

2

In the case of cluster union, denoted as
c′ = ClusterUnion(c1, c2),

the irank of i′ is the maximum irank value of i1 and i2.
3 In

both cluster intersection and union, the title and the snippet
of the resulting items are obtained by selecting either i1.title
or i2.title, and either i1.snippet or i2.snippet, respectively.

In particular, to obtain the title and the snippet of the
items belonging to the clusters of the resulting groups we
select as resulting title and snippet, those belonging to the
document having the smallest (in the case of Cluster Inter-
section) or the greatest (in the case of Cluster Union) value
of irank, without making any changes. The rationale of this
choice is the fact that in the aggregation based on the in-
tersection (union), we want to represent the document by
its worst (best) representative, in accordance with the mod-
elling of the AND and the OR within fuzzy set theory.

2.2.1 Group Operators
The first group operators we describe are not properly

combination operators: they are the Group Selection and
the Group Deletion. The Group Selection operator allows
to select the clusters in a group. In the resulting group, the
selected clusters maintain the original order.
Similarly, the Group Deletion operator allows the user to
delete clusters. Like for the Cluster Selection operator, the
original order is maintained in the resulting group.

The following operators combine and generate groups.

Group Intersection. Group Intersection is defined to sup-
port the straightforward wish of users to intersect clusters in
two groups, to find more specific clusters. The assumption is
that the more search services (or the more distinct queries)
retrieve the same document, the more the document content
is worth analyzing.

Definition 5: The Group Intersection operator generates
a new group composed of all the combination of clusters in
the original groups having a not empty intersection.
In particular, given g1 and g2 the groups of cluster to inter-
sect, the resulting group g′ is composed of all the clusters c′

such that: c′= ClusterIntersect(c1, c2) with |c′| �= 0. �

Group Join A key operator of the language, closely related
to the previous one, is the Group Join. It lets the user ex-
pand the original clusters in a group with clusters, possibly
belonging to another group, that share one or more doc-
uments. The group Join operator can be used to explicit
indirect correlations between the topics represented by the
clusters in the two input groups. The basic idea underlying
its definition is that if two clusters have a non empty inter-
section (i.e. have some common items), this means that the
texts of their items are related with both topics represented
by the clusters. This may hint the existence of an implicit
relationship between the topics of the two clusters.
By merging the two overlapping clusters into a single one,
the more general topic representing the whole content of the
new cluster can be revealed, which subsumes, as more spe-
cific topics, those of the original clusters.

2This definition is consistent with the definition of the in-
tersection operation between fuzzy sets [15].
3This is also consistent with the definition of union of fuzzy
sets.
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Definition 6: The Group Join operator allows the user
to obtain, from two or more input groups, a resulting group
composed by the union of all those pairs of original clusters
that present a not empty intersection.
In particular, given g1 and g2 the input groups, for each pair
of clusters c1 ∈ g1 and c2 ∈ g2, the cluster

c’ = ClusterUnion(c1, c2) ∈ g′,
if and only if ClusterIntersection(c1, c2) �= ∅, with g′ the
resulting group. �

Group Refinement The Group Refinement operator is
aimed at refining clusters in a group, based on clusters in
another group. While the group join operator generates a
cluster representing a more general topic than the topics in
both the original clusters, the refinement operator can be
regarded as generating clusters specializing the topics of the
clusters in the first group on the basis of the topics of any
cluster in the second group. The idea underlying this opera-
tor is that we want to collect, in a unique cluster, the items
(that are considered by the user as more interesting) which
belong to both a cluster c1 of the first group g1 and any of
the second group g2. This way, by eliminating some items
from c1, we generate a cluster representing a more specific
topic w.r.t. c1, but not necessarily more specific w.r.t. the
clusters of the second group.

Definition 7: The Group Refinement operator allows the
user to keep, from the original group g1, only the clusters ci

containing documents presents in at least one of the clusters
cj of the most interesting group g2.
In particular, given g1 (group of clusters to refine) and g2

(interesting group), and being c1 a cluster such that c1 ∈ g1,
for each cluster cj ∈ g2 we compute the cluster union of the
intersections cj , cj = ClusterIntersection(c1, cj).
If the union c′ of cj is not empty, then c′ ∈ g′. �

The operators so far introduced constitute the core of our
proposal; the others are sketched hereafter.

Group Union. The Group Union operator unites together
two groups. It generates the resulting group g′ in such a
way it contains all clusters in the input groups g1 and g2.
Group Coalescing. Complex processing of retrieved doc-
uments may need to be performed by fusing all clusters in
a group into one global cluster. The Group Coalescing
operator generates a resulting group g′ in such a way that
g′ contains only one cluster, obtained by uniting together all
clusters in the input group g.
Reclustering. After complex transformations, it might be
necessary to reapply the clustering method to a group. In
fact, reclustering documents in a group may let new and
unexpected semantic information emerge.
The Reclustering operator coalesces all clusters in the input
group g and generates a new group g′ in such a way that it
contains all the clusters obtained by clustering all items.
The Closure Property of Group Operators holds: operators
are defined on groups and generate groups [5].

3. THE MOBILE SYSTEM MATRIOSHKA
The interaction framework introduced in the previous sec-

tion has been implemented in the mobile version of the pro-
totypal system Matrioshka.

It is constituted by three main parts: the client side com-
ponents handle the user interaction; the server side compo-
nent interfaces the search engines and executes the cluster-
ing and the manipulation operations specified by the user;

Figure 1: Mobile Matrioshka: the interrogation panel
(left), Groups generated by the Group Intersection
(center) and Group Join (right) operators.

finally, the Communication Layer dispatches the messages
between client and server. Specifically, the client provides
a query editor for the user, the server either executes the
queries and builds the groups of clusters or executes the op-
erations on previously generated groups of clusters. Let us
describe the functionality of each architectural component.

On the client side the Matrioshka User Interface col-
lects users requests, displays the results of queries and/or
the application of manipulation operations. The Client-
side components are thin clients compliant, and commu-
nicate with the server-side by exchanging XML messages.
Specifically, the component for mobile devices (called Mo-
bile Matrioshka), is a Javascript application based on the
AJAX (Asynchronous JavaScript and XML) web develop-
ment technique.

The Server Side exposes a web service interface, based
on XML messages: it receives requests to perform queries
on search services, or to apply the operators; it replies with
groups of clusters. All the data received from the search
engines, and those resulting from the operations, are stored
in an XML native database; this way, the entire process is
stored and can be accessed to carry on the exploratory task.
The server side is entirely implemented in the Java Lan-
guage. The interaction with search services usually exploits
web service APIs provided by the search engines, otherwise
the standard HTTP interaction model is exploited.

Document clustering is performed on the indexes extracted
from the titles and snippets of retrieved documents (gen-
erated by using Lucene functions): the Lingo multilingual
algorithm, provided by the Carrot2 libraries is used.

The interpreter of the combination operators has been im-
plemented from scratch.

The Communication Layer is a pool of JSP scripts,
executed on top of the Tomcat web server. It carries out
the client/server communication through XML format mes-
sages, according with AJAX web development techniques,
and by the support of the Tomcat Java servlet container.

When the user logs into the system, a specific instance of
the database is created, in which the entire exploratory pro-
cess performed by the user will be stored. When logged-in,
the user has the possibility to submit queries to the chosen
search engine (as shown in the left-hand side of Figure 1).

In order to organize a trip to visit London, let us submit
the query "visit London" to the search engines Google, Ya-
hoo! and MSN search. Groups g1, g2, g3 in Figure 2 are the
resulting groups clusters; the three groups being generated
by the same query "Visit London" have the same label.

Terminated the inspection of clusters in the groups, we
can interactively ask for executing some operators, in an
attempt of obtaining clusters with labels that more closely
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g1"Visit London"

cl.1: Visit London
cl.2: When to visit London
cl.3: Destination marketing
cl.4: London tourist information
cl.5: Visit London services
cl.6: The Royal Parks
cl.7: London Theater Guides

g2"Visit London"

cl.1: Visit London
cl.2: Visit London-official web site
cl.3: Attractions in London
cl.4: London City Guide 2008
cl.5: Family-Visit London
cl.6: Visit London Organizers
cl.7: London Travel Maps
cl.8: Business-Visit London

g3"Visit London"

cl.1: Travel - Visit London
cl.2: Visit London Organizers
cl.3: Special Offers - Visit London
cl.4: London Accommodation Guide
cl.5: Visit London Corporate
cl.6: London Maps - Visit London
cl.8: Places to go - Visit London

g4"Visit London"

cl.1: Visit London
cl.2: Visit London-official website
cl.3: Visit London-official website

g5"Mayor of London"

cl.1: Visit London
cl.2: London Accommodation Guide
cl.3: Mayor of London

Figure 2: Resp., resulting groups from the query Visit London submitted to Google (group g1), Yahoo! (group
g2), and MSN live search engines (group g3), Group Intersection and Group Join of groups g1, g2. .

meet our needs. At first, we ask to intersect the three groups
to retrieve the most reliable documents. By observing clus-
ters in the resulting group g4, we then decide to request a
join of the three original groups g1 g2 and g3, in order to
expand the contents obtained by the intersection (see the
screen shots in Figure 1). A new group g5 is generated with
more populous clusters: these clusters are the union of the
original clusters that share some common document. We
can see that the obtained clusters are identified by labels
which hints the presence of new correlated contents w.r.t.
the labels of the clusters obtained by the intersections of the
same groups (see groups g4 vs group g5 in Figure 2).

4. CONCLUSIONS
In this paper, we described a novel interaction framework

for web searches implemented by the prototypal mobile ver-
sion of the system Matrioshka.
The features that make this framework particularly suitable
for mobile searches are several: first, it presents clustered
results of the searches so as to better render them on the
small screen of mobile devices; it makes available ranking
and combination operators defined for clusters manipula-
tion which allow easily exploring the retrieved results, thus
alleviating network overloading caused by the submission of
repeated refined queries to search engines. The large number
of documents retrieved by such engines constitute a serious
obstacle for users of mobile devices, who generally engages
long trial and error query reformulation phases to retrieve
relevant results in first few positions.
The operator provided by the interaction framework are the
basis for complex exploratory tasks; users can issue opera-
tions through the mobile interface, but certainly they must
be skilled users; certainly, generic users are in troubles. Cur-
rently we are performing an evaluation study to understand
the effectiveness for end users, in order to define novel, more
user friendly interaction paradigms on the client side, more
suitable for generic users.
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ABSTRACT
Results diversification is an approach used in literature to
cover the possible interpretations of the results produced by
query evaluation. For diversifying search results we propose
the GrOnto model. This model is based on a normalized
granular view of an ontology: GrOnto allows to associate
each result with the suited topical granules in order to cat-
egorize it based on the granular information.

Categories and Subject Descriptors
H.3.3 [Information Storage and Retrieval]: Information
Search and Retrieval- information filtering, search process

1. INTRODUCTION
In last years, Web search engines have become the de-facto

access point to the information available on the Internet.
Usually people specify their information needs by writing
queries with a limited number of terms (usually 2− 3 terms
per query). However, short queries are very difficult to dis-
ambiguate: in fact a term may have several interpretations.
One of the problems related to term disambiguation is how
to diversify results produced as an answer to an ambiguous
query. An interesting research topic that in recent years has
attracted several researchers is results diversification. The
focus is on how to produce a set of diversified results that
cover the different possible interpretations of the query. The
importance of result diversification has been recognized as
a very important topic in Information Retrieval; the basic
idea is that “the relevance of a set of documents depends not
only on the individual relevance of its members, but also on
how they relate to one another”[3]. The key aspect is that
the relevance of a document has to consider also the seman-
tics expressed by the terms it contains.“The focus is on how
to diversify search results making explicit use of knowledge
about the topics the query or the documents may refer to”
[1].

In a recent research work, a taxonomy of information is
used to model the user’s request [1]. The idea is to assign
both query and documents to one or more categories of the

Appears in the Proceedings of the 1st Italian Information Retrieval
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taxonomy. The taxonomy adopted is the one provided by
the ODP 1 ontology. Furthermore, it is assumed that usage
statistics have been collected on the distribution of user in-
tents over the categories ([6]). The aim of this approach is
to minimize the risk of user dissatisfaction by computing a
quality value for each document retrieved in response to a
query as a combination of relevance and diversity.

In this paper a method for diversifying the results pro-
duced in response to a query is proposed. We do not use
a statistical approach in order to diversify the results, but
our method makes use of a semantic support offered by a
granular view of an ontology [2] to the aim of producing a
granular taxonomy of the results. By this method the infor-
mation is classified at different topical levels (from a general
topic to a specific topic).
In a granular ontology the concepts and instances are classi-
fied into granules. A granule is a chunk of knowledge made
of different objects “drawn together by indistinguishability,
similarity, proximity or functionality”[12]. A level is just
the collection of granules of similar nature, and a granular
information is a pyramidal information structure with dif-
ferent levels of clarifications.
The paper is organized as follows. In Section 2 an overview
of the use of ontologies in Information Retrieval is presented.
In Section 3 the definition of a normalized granular view
of an ontology is reported. The approach proposed in this
work, named GrOnto, for diversifying search results is de-
fined in Section 4. At the end, in Section 5 some conclusions
and future works are stated.

2. THE USE OF ONTOLOGIES IN INFOR-
MATION RETRIEVAL

In the last decades ontologies have been used in differ-
ent areas of research in Computer Science, among which
Information Retrieval where they have been involved into
several applications to different aims. For example, ontolo-
gies have been used: in distributed environments, for re-
ranking the results to better satisfy the user’s needs, to pro-
vide conceptual indexing and to disambiguate user’s query.
In distributed environment, significant works are SemreX [7]
and Semantic Link Network (SLN)[13]. SemreX is a recent
project that implements a multi-layer overlay network to
map semantically correlated documents to clustered groups
of neighbors. This semantic mapping is obtained by consid-
ering the ACM Topic Ontology. In SLN, an ontology has

1ODP: Open Directory Project, (http://dmoz.org)
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been built as a self-organized semantic data model by defin-
ing semantic nodes, semantic links among nodes, and a set
of relational reasoning rules; where each node identifies a
resource.
In order to re-rank the results obtained after a search on
the Web, generally, a user’s profile is used. In the litera-
ture different strategies have been defined in order to build
a user’s profile by adopting the semantic support of an ontol-
ogy. For example in [4] a user profile is built by considering
past queries, and it is represented as a weighted graph by
extracting the related terms from the ODP ontology.
In the conceptual indexing field of research, WordNet2 synsets
are used as terms for the representation of the documents.
The concept detection phase consists in extracting concepts
from documents that correspond to synsets in WordNet. In
[8] the authors proposed some procedures to identify the cor-
rect sense of a word.
In this paper we are interested in the last field of research
where the problem of disambiguation of the query is taken
into account. Short queries are very difficult to disambiguate.
Two main problems may arise: word synonymy (i.e., two
words with the same meaning), and word polysemy (i.e.,
one word with multiple meanings). In the literature several
strategies have been proposed in order to find a solution to
this problem. Also ontologies have been involved in this field
with the goal to provide a semantic support for reducing the
ambiguity of the query. A way is to analyse the structure
of the ontology to expand the terms written into the query
with new meanings terms. The use of ontology reduces the
possible (mis)interpretation of a query, but it needs to tune
a query term to the right level in the hierarchy. Not only the
IS-A relationship is used to discover the suited words [11],
but also other important relationships such as, synonymy,
meronymy and hypernyms are taken into account. For ex-
ample in [9] the relationships considered are: hyperonymy
and synset. For each term written in the query, a set of its
synsets in WordNet is identified.

As reported in the Introduction of this paper, the results
diversification is another strategy that can be adopted to
solve the problem of ambiguous queries. We are interested
in the situation where there is the necessity to individuate
the different interpretations of a user’s query. The focus
is to produce a set of diversified results that cover at best
these interpretations. One of pioneers works on diversifica-
tion is that of Carbonell and Goldstein [3]. In their work,
the diversification is obtained through the use of two sim-
ilarity functions: one for measuring the similarity of the
documents, and the other one for measuring the similarity
between each document and a query. In more recent works a
new approach has been explored to categorize both queries
and documents by the use of a taxonomy [1, 14]. In these
papers the taxonomy adopted is the one of the ODP ontol-
ogy. The taxonomy is set by the IS-A relationship among
categories; in fact in this context each concept of the ODP
ontology represents a specific category.
In our paper we propose a method to diversify search results
with the adoption of a new granular view of an ontology.
Whereas in the previous works ([1, 14]) the taxonomy has
been used only as a vocabulary for individuating the cate-
gories for queries and documents, now we consider an inno-

2http://wordnet.princeton.edu/

vative ontology framework with a semantic expressiveness
(i.e., instances and their properties) richer than the ODP
ontology.

3. GRANULAR VIEW OF AN ONTOLOGY
This proposed method is based on the concept of a gran-

ular view (or granular perspective) of an ontology which
has been defined in [2]. Given a domain ontology, the idea
is to analyse the instances and their properties in order to
discover new semantic associations among them. These se-
mantic associations can be defined with the application of
a rough methodology. The objective is to re-organize the
ontology in a new taxonomy obtained after the analysis of
the properties values assigned to the instances.
The rough structure used is known as Information Table [10].
For a domain ontology, an Information Table is induced as
the structure:

〈I, P, V al(I), F 〉
where I is the set of the instances, P is the set of the prop-
erties, V al(I) is the set of all the values assumed by the
properties P , and F is the function that assigns to a pair
(i, p) the value assumed by the instance i ∈ I on the prop-
erty p ∈ P . Thus, we can say that two instances are similar
if they have the same values only for some properties. For-
mally, let D ⊆ P , then given two instances i1, i2 ∈ I, i1 is
similar to i2 with respect to D and ε, with ε ∈ [0, 1], iff

|{dj ∈ D : F (i1, dj) = F (i2, dj)}|
|D| ≥ ε (1)

This relation says that two instances are similar if they have
at least ε|D| properties with the same value. For example,
if we consider a Wine Ontology then a possible set of prop-
erties is P := {Location, Color, Sugar, F lavor, Body}. D is
a subset of P defined as D := {Sugar, F lavor, Body}. In
this case two instances belong to the same granule if they
have at least |(D − 1)| properties with the same value, i.e.

ε := |(D−1)|
|D| := 2

3
. For example, Longridge Merlot and Ma-

rietta Zinfandel belong to the same granule by having two
properties with the same value, i.e. (flavor == moderate)
and (sugar == dry).

In [2] the instances are classified into granules at a differ-
ent level of clarification. A key aspect is how to choose the
granular levels from the non-granular ontology. The idea is
to cluster the instances into granules by considering their
similarity, i.e. by analysing the values of their properties
(see Equation 1).

The granular view of an ontology is defined by following 3
steps. In order to clarify the construction of the new ontol-
ogy, we refer to a very simple example. In this example, let
us consider a small Wine Ontology which has 4 instances,
and the set P of properties previously defined.
First step: definition of the tabular version of the ontology.
In this table the rows are the instances and the columns are
all the properties defined in the ontology. The selected in-
stances and properties are the ones defined only by the IS-A
relationships of the ontology domain. Table 1 reports the
instances and the properties with their values of the small
Wine Ontology analysed in this work.
Second step: It consists in the definition of the granular
levels. As previously stated the granular levels have been
chosen by analysing the properties values of the instances.

60



Table 1: A tabular version for the small Wine Ontology
Instances Color Sugar Flavor Body Location

Longridge Merlot Red Dry Moderate Light Undefined
Marietta Zinfandel Red Dry Moderate Medium Undefined

Lane Tanner Pinot Noir Red Dry Delicate Light Undefined
Chateau-D-Ychem Undefined Undefined Undefined Undefined Bordeaux region

The tabular representation is used as support for this step.
Thus, from the set of properties P two disjoint sets of gran-
ules are induced: D1 := {Color, F lavor, Body, Sugar} and
D2 := {Location}. Only Location belongs to the first level
with the instance Chateau−D−Y chem at the second gran-
ular level. Whereas for D1, the choice of the first granular
level has to be made among the properties that belong to
D1. Also in this case we have to analyze the properties
values assumed by the set of instances, and we can observe
that the identification of the first granular level can be made
arbitrarily between Color and Sugar since they assume the
same values for all their instances. For this ontology, without
loss of generality, we can consider Color at the first granu-
lar level, and for the next level the similarity relation (i.e.,
Equation 1) to the D1 set (without the property Color) can
be applied. In this illustrative example ε := 2

3
, that is, two

instances belong to the same granule if they have at least
two out of three properties with the same value. Figure 1
depicts the granular classification obtained where the circles
are the properties values and the squares are the instances.

The third step is to solve the problem of redundancy of
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Figure 1: A granular view of a small Wine Ontology
after the application of the rough methodology.

the information. Let us consider two granules Gi and Gj at
the same granular level, we have that Gi is redundant with
respect to Gj iff Gj ⊇ Gi. In [2] a normalisation process
has been defined in order to obtain a normal form of the
granular perspective. For example, if we examine the same
example of Figure 1, we can observe that GA and GB belong
to the same granular level, and that GA ⊇ GB . Indeed, the
instances Lonridge Merlot and Lane Tanner Pinot Noir are
completely included into GB but they belong to GA. In this
normalisation process the granular subclass GB inherits all
the common instances from the granular superclass GA (see
Figure 2).
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Figure 2: The granular view of the small Wine On-
tology after the application of the normalisation pro-
cess.

4. THE PROPOSED MODEL
When using a search engine a user formulates a query in

order to retrieve the documents relevant to her/his informa-
tion needs. In most cases the user writes short queries that
are difficult to disambiguate. In fact, in several user’s queries
a query term could be interpreted with different meanings.
We propose a solution to diversify search results that aims
to increase the effectiveness of the system by reducing the
ambiguity in the interpretation of results. As proposed in
[1] we adopt a taxonomy of information where both queries
and results may belong to more than one category. In par-
ticular we use the taxonomy corresponding to a normalized
granular view of an ontology (see Section 3). The idea is to
associate each result with the suited topical granules.
Generally, in search engines the evaluation of a user’s query
produces an ordered list of results. For diversifying search
results the GrOnto model (see Figure 3) takes in input a
ranked list of results, and the granular ontology to categorize
each result. In other words, the normalized granular view of
the ontology is used to apply a filtering on the search results.
As reported in Section 1, in a granular ontology the granules
are organized at different levels of clarifications. Thus the
categorization of each result is performed by locating in the
ontology the right granules with which it may be associated.
Figure 4 shows the general structure of the approach where
the list of results (left-hand side of Figure 4) is re-organized
by the filtering strategy (right-hand side of Figure 4) based
on the granular ontology structure. By applying the catego-
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Figure 3: A simple schema of the GrOnto model.

rization process (explained here below), we obtain a repre-
sentation of the results which reflects the classification into
topics corresponding to the granular levels of the adopted
ontology. Each retrieved document is associated with one
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Figure 4: A Web search after the application of the
GrOnto model.

or more granules of the ontology by a procedure explained
here below.
As an example, let us consider the same vocabulary and
structure of the Wine Ontology described in Section 3. The
related set of concepts is O := {Red, Bordeaux region, Chateau−
D − Y chen, MariettaZinfandel, Lonridge Merlot, Lane
Tanner P inot Noir}. During a search session a user is in-
terested in finding, for instance, information about red wines
and she/he writes the following short query q:=“red wines
in France”, and a list of results is displayed. The associa-
tion of each result with granules of the granular ontology is
obtained in two steps. Here below the process undertaken
to categorize a search result is explained. We present these
two steps in order to categorize the first result, obviously
the same procedure is applied to the other search results.
Step 1: “Formal representation of each result”. In order
to formally represent the content of a result Ri proposed in
response to a query, we assume that results are described
by Title and Snippet. The i − th result Ri is then associ-
ated with a set of terms, Resi, extracted from the textual
information, i.e. Resi := Titlei ∪Snippeti where T itlei and
Snippeti are sets of terms included into the vocabulary of
the granular ontology.
Thus, by analysing the first result R1, we have: Title:=“Wines
of France-A guide to French wines” and Snippet:=“Discover
the wines of France, their varieties, history and regions;. . . Lane
Tanner Pinot Noir is a very famous red wine produced in. . . ”.
From these two short texts, by considering the set O, we
obtain that Res1 := {Lane Tanner P inot Noir, Red}, i.e.

T itle1 := ∅ := Title∩O and Snippet1 := {Lane Tanner P inot
Noir, Red} := Snippet ∩O.
Step 2: “Association of each result Ri with granules of the
granular tree”. The output of Step 1 is a set of terms of the
vocabulary O, named Resi, for each retrieved document Ri.
An element of Resi is a granule of the ontology, and to this
granule we can associate the i − th result. Thus, for each
granule the following structure: < Resultsj , cardTOT j > is
defined, where Resultsj is the set of the search result associ-
ated with the j−th granule, i.e. Resultsj := {Ri|granulej ∈
Resi}, and cardTOT j is the cardinality of all the results asso-
ciated with the j−th granule. This means that cardTOT j :=

|Resultsj∪
(⋃n

child=0 Resultschild

) | i.e., the cardinality of all
the results individuated with the granule j− th and the car-
dinality of the results associated with all its n sub-granules
(children nodes).
By considering the same example of Step 1, we have that
the first result R1 has been formally represented as Res1 :=
{Lane Tanner P inot Noir, Red} so that, the selected gran-
ules are Lane Tanner Pinot Noir and Red. Figure 5 depicts
the situation after the application of Step 2 where the struc-
ture assigned with granule1 is < Results1 := {R1}, 1 >,
whereas for granule8 is < Results8 := {R1}, 1 >. Thus, we
have that the first result R1 has been categorized with two
topics (granules) at a different level of clarification.
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Figure 5: Example of the structure assigned to each
granule identified with a result.

GrOnto on the Web.
Figure 6 depicts a prototype interface for the GrOntoS

system. We have taken inspiration from Clusty3 where the
web-page structure is split into three parts: 1) a text area
where the user can formulate her/his request by using the
Yahoo! Search engine, 2) a profile used to visualize the por-
tion of the normalized granular view of the ontology involved
from the specific query, and 3) a web-page area devoted to
the visualization of the results. In particular only the re-
sults categorized with a granule of the ontology are displayed

3(http://clusty.com/)
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one by one. Figure 6 reports a simple example where the
small Wine Ontology of Section 3 is used to classify ALL
the results obtained, for example, after the evaluation of the
q:=red wines in France. A user can use the portion of the
granular ontology in order to navigate the results by con-
sidering the categorization provided by the levels granular.
In fact by clicking on an item of the portion of the granular
ontology, all its results will be visualised. Furthermore, each
item is enriched with the cardinality of the results associated
with its topic, in this way the user is directed towards the
category more numerous.

- Red (40)

- granule A (12)

- Marietta Zinfandel (6)

- granule B (10)

- Longridge Merlot (3)

- Lane Tanner Pinot Noir (5)

- Bordeaux Region (14)

…

…

List of results (5)

for the granule

“Lane T anner P inot Noir”

Query
YAHOO! Search

GrOnto

Figure 6: The interface model of the GrOnto model.

5. CONCLUSIONS
In this paper we have studied the problem of diversifica-

tion of search results to disambiguate the user’s query in a
given domain of knowledge represented by a granular ontol-
ogy. We have proposed a model, named Gronto, based on
a semantic support for associating search result with one or
more categories. A normalized granular view of an ontology
is the semantic framework adopted in order to cover all the
possibles meanings of a result. Generally, after the evalua-
tion of a user’s query an ordered list of results is obtained.
GrOnto takes in input this list and the granular ontology,
and thanks to the adoption of a filtering strategy a taxo-
nomic organization of the results is achieved.
We are implementing the GrOnto model through a simple
web service by adopting the representational state transfer
(REST) paradigm [5].
The prosecution of this research activity will address the
problem of applying the GrOnto approach to personalized
ontologies, where the user interests will be represented by
means of a granular ontology. To this aim we are also inves-
tigating the problem of defining personalized granular on-
tologies.
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ABSTRACT
Thanks to the continuous growth of collaborative platforms
like YouTube, Flickr and Delicious, we are recently witness-
ing to a rapid evolution of web dynamics towards a more
‘social’ vision, called Web 2.0. In this context collaborative
tagging systems are rapidly emerging as one of the most
promising tools. However, as tags are handled in a sim-
ply syntactical way, collaborative tagging systems suffer of
typical Information Retrieval (IR) problems like polysemy
and synonymy: so, in order to reduce the impact of these
drawbacks and to aid at the same time the so-called tag con-
vergence, systems that assist the user in the task of tagging
are required.

In this paper we present a system, called STaR, that im-
plements an IR-based approach for tag recommendation.
Our approach, mainly based on the exploitation of a state-
of-the-art IR-model called BM25, relies on two assumptions:
firstly, if two or more resources share some common pat-
terns (e.g. the same features in the textual description), we
can exploit this information supposing that they could be
annotated with similar tags. Furthermore, since each user
has a typical manner to label resources, a tag recommender
might exploit this information to weigh more the tags she
already used to annotate similar resources. We also present
an experimental evaluation, carried out using a large dataset
gathered from Bibsonomy.

Categories and Subject Descriptors
H.3.1 [Information Storage and Retrieval]: Content
Analysis and Indexing: Indexing methods; H.3.3 [Information
Storage and Retrieval]: Information Search and Retrieval:
Information filtering

General Terms
Algorithms, Experimentation
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1. INTRODUCTION
We are assisting to a transformation of the Web towards

a more user-centric vision called Web 2.0. By using Web 2.0
applications users are able to publish auto-produced con-
tents such as photos, videos, political opinions, reviews, hence
they are identified as Web prosumers: producers + consumers
of knowledge. Recently the research community has thor-
oughly analyzed the dynamics of tagging, which is the act
of annotating resources with free labels, called tags. These
systems provide heterogeneous contents (photos, videos, mu-
sical habits, etc.), but they all share a common core: they
let users to post new resources and to annotate them with
tags. Besides the simple act of annotation, the tagging of
resources has also a key social aspect; the connection be-
tween users, resources and tags generates a tripartite graph
that can be easily exploited to analyze the dynamics of col-
laborative tagging systems. Since folksonomies do not rely
on a predefined lexicon or hierarchy they have the main ad-
vantage to be fully free, but at the same time they generate
a very noisy tag space, really hard to exploit for retrieval
or recommendation tasks without performing any form of
processing.

This problem is a hindrance to completely exploit the ex-
pressive power of folksonomies, so in the last years many
tools have been developed to assist the user in the task of
tagging and to aid at the same time the tag convergence: we
refer to them as tag recommenders.

This paper presents STaR, a tag recommender system im-
plementing an IR-based approach that relies on a state-of-
the-art IR model called BM25. In this work, already pre-
sented [5],within the ECML-PKDD 2009 Discovery Chal-
lenge1, we tried to point out two concepts:

• resources with similar content should be annotated
with similar tags;

• a tag recommender needs to take into account the pre-
vious tagging activity of users, increasing the weight
of the tags already used to annotate similar resources.

1http://www.kde.cs.uni-kassel.de/ws/dc09
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The paper is organized as follows. Section 2 analyzes re-
lated work. Section 3 explains the architecture of the system
and how the recommendation approach is implemented. The
experimental evaluation carried out is described in Section
4, while conclusions and future work are drawn in the last
section.

2. RELATED WORK
Usually the works in the tag recommendation area are

broadly divided into three classes: content-based, collabora-
tive and graph-based approaches.

In the content-based approach, exploiting some Informa-
tion Retrieval-related techniques, a system is able to ex-
tract relevant unigrams or bigrams from the text. Brooks
et. al [2], for example, develop a tag recommender system
that exploits TF/IDF scoring in order to automatically sug-
gests tags for a blog post.

AutoTag [4] is one of the most important systems imple-
menting the collaborative approach for tag recommendation.
It presents some analogies with collaborative filtering meth-
ods. As in the collaborative recommender systems the rec-
ommendations are generated based on the ratings provided
by similar users (called neighbors), in AutoTag the system
suggests tags based on the other tags associated with similar
posts.

The problem of tag recommendation through graph-based
approaches has been firstly addressed by Jäschke et al. in [3].
The key idea behind their FolkRank algorithm is that a re-
source which is tagged by important tags from important
users becomes important itself. Furthermore, Schmitz et
al. [7] proposed association rule mining as a technique that
might be useful in the tag recommendation process.

3. STAR: A SOCIAL TAG RECOMMENDER
SYSTEM

STaR (Social Tag Recommender) is a content-based tag
recommender system, developed at the University of Bari.
The inceptive idea behind STaR is to improve the model
implemented in systems like TagAssist [8] or AutoTag [4].

Although we agree that similar resources usually share
similar tags, in our opinion Mishne’s approach presents two
important drawbacks:

1. the tag re-ranking formula simply performs a sum of
the occurrences of each tag among all the folksonomies,
without considering the similarity with the resource to
be tagged. In this way tags often used to annotate
resources with a low similarity level could be ranked
first;

2. the proposed model does not take into account the
previous tagging activity performed by users. If two
users bookmarked the same resource, they will receive
the same suggestions since the folksonomies built from
similar resources are the same.

We will try to overcome these drawbacks, by proposing an
approach firstly based on the analysis of similar resources
capable also of leveraging the tags already selected by the
user during her previous tagging activity, by putting them
on the top of the tag rank.

Figure 1 shows the general architecture of STaR.

3.1 Indexing of Resources
Given a collection of resources (corpus) with some textual

metadata (such as the title of the resource, the authors, the
description, etc.), STaR firstly invokes the Indexer module
in order to perform a preprocessing step on these data by
exploiting Apache Lucene2. Obviously, the kind of metadata
to be indexed is strictly dependent on the nature of the
resources. Let U be the set of users and N the cardinality
of this set, the indexing procedure is repeated N + 1 times:
we build an index for each user (Personal Index) storing the
information on the resources she previously tagged and an
index for the whole community (Social Index) storing the
information about all the tagged resources by merging the
Personal Indexes.

3.2 Retrieval of Similar Resources
STaR can take into account users requests in order to pro-

duce personalized tag recommendations for each resource.
First, every user has to provide some information about the
resource to be tagged, such as the title of the Web page or
its URL, in order to crawl the textual metadata associated
on it. Next, if the system can identify the user since she
has already posted other resources, it exploits data about
her (language, the tags she uses more, the number of tags
she usually uses to annotate resources, etc.) in order to re-
fine the query to be submitted against both the Social and
Personal indexes stored in Lucene.

In order to improve the performances of the Lucene Query-
ing Engine we replaced the original Lucene Scoring function
with an Okapi BM25 implementation3. BM25 is nowadays
considered as one of the state-of-the art retrieval models by
the IR community [6].

Let D be a corpus of documents, d ∈ D, BM25 returns
the top-k resources with the highest similarity value given
a resource r (tokenized as a set of terms t1 . . . tm), and is
defined as follows:

sim(r, d) =
mX

i=1

nr
ti

k1((1− b) + b ∗ l) + nr
ti

∗ idf(ti) (1)

where nr
ti

represents the occurrences of the term ti in the
document d, l is the ratio between the length of the resource
and the average length of resources in the corpus. Finally, k1

and b are two parameters typically set to 2.0 and 0.75 respec-
tively, and idf(ti) represents the inverse document frequency
of the term ti defined as follows:

idf(ti) = log
N − df(ti) + 0.5

df(ti) + 0.5
(2)

where N is the number of resources in the collection and
df(ti) is the number of resources in which the term ti occurs.
Given a user u and a resource r, Lucene returns the resources
whose similarity with r is greater or equal than a threshold
β. To perform this task Lucene uses both the PersonalIndex
of the user u and the SocialIndex.

For example, we suppose that the target resource is repre-
sented by Gazzetta.it, one of the most famous Italian sport
newspaper. Lucene queries the SocialIndex and it could
returns as the most similar resources an online newspaper
(Corrieredellosport.it) and the official web site of an Italian

2http://lucene.apache.org
3http://nlp.uned.es/ jperezi/Lucene-BM25/
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Figure 1: Architecture of STaR

Football Club (Inter.it). The PersonalIndex, instead, could
return another online newspaper (Tuttosport.com).

3.3 Extraction of Candidate Tags
The role of the Tag Extractor is to produce as output

the list of the so-called “candidate tags” (namely, the tags
considered as ‘relevant’ by the tag recommender). In this
step the system gets the most similar resources returned
by the Apache Lucene engine and builds their folksonomies
(namely, the tags they have been annotated with). Next, it
produces the list of candidate tags by computing for each
tag from the folksonomy a score obtained by weighting the
similarity score returned by Lucene with the normalized oc-
currence of the tag. If the Tag Extractor also gets the list of
the most similar resources from the user PersonalIndex, it
will produce two partial folksonomies that are merged, as-
signing a weight to each folksonomy in order to boost the
tags previously used by the user.

Figure 2 depicts the procedure performed by the Tag Ex-
tractor : in this case we have a set of 4 Social Tags (Newspa-
per, Online, Football and Inter) and 3 Personal Tags (Sport,
Newspaper and Tuttosport). These sets are then merged,
building the set of Candidate Tags. This set contains 6 tags
since the tag newspaper appears both in social and personal
tags. The system associates a score to each tag that indi-
cates its effectiveness for the target resource. Besides, the
scores for the Candidate Tags are weighted again according
to SocialTagWeight (α) and PersonalTagWeight (1−α) val-
ues (in the example, 0.3 and 0.7 respectively), in order to
boost the tags already used by the user in the final tag rank.
Indeed, we can point out that the social tag ‘football’ gets
the same score of the personal tag ‘tuttosport’, although its
original weight was twice.

3.4 Tag Recommendation
Finally, the last step of the recommendation process is

performed by the Filter. It removes from the list of can-
didate tags those not matching specific conditions, such as
a threshold for the relevance score computed by the Tag
Extractor. Obviously, the value of the threshold and the
maximum number of tags to be recommended are strictly
dependent from the training data. In the example in Figure

2, setting a threshold γ = 0.20, the system would suggest
the tags sport and newspaper.

4. EXPERIMENTAL EVALUATION
The goal of experimental session was to tune the system

parameters in order to obtain the best effectiveness of the
tag recommender. We exploited a large dataset gathered
from Bibsonomy.

4.1 Description of the dataset
The dataset used for the experimental evaluation contains

263,004 bookmark posts and 158,924 BibTeX entries sub-
mitted by 3,617 different users. For each of the 235,328 dif-
ferent URLs and the 143,050 different BibTeX entries were
also provided some textual metadata (such as the title of the
resource, the description, the abstract and so on). We eval-
uated STaR by comparing the real tags (namely, the tags a
user adopts to annotate an unseen resource) with the sug-
gested ones. The accuracy was finally computed using clas-
sical IR metrics, such as Precision, Recall and F1-Measure.

4.2 Experimental Session
Firstly, we tried to evaluate the influence of different Lucene

scoring functions on the performance of STaR. We randomly
chose 10,000 resources from the dataset and we compared
the results returned exploiting two different scoring func-
tions (the Lucene original one and the BM25) in order to
find the best one. We performed the same steps previously
described, retrieving the most similar items using the two
mentioned similarity functions and comparing the tags sug-
gested by the system in both cases. Results are presented in
Table 1. In general, there is a low improvement by adopting
BM25 with respect to the Lucene original similarity func-
tion. We can note that BM25 improved the recall of book-
marks (+ 6,95%) and BibTeX entries (+1,46%).

Next, using the BM25 as scoring function, we tried to
compare the predictive accuracy of STaR with different com-
binations of system parameters. Namely:

• the maximum number of similar documents retrieved
by Lucene;

• the value of α for the PersonalTagWeight and Social-

67



Figure 2: Description of the process performed by the Tag Extractor

Table 1: Results comparing the Lucene original scor-
ing function with BM25
Scoring Resource Pr Re F1

Original bookmark 25.26 29.67 27.29
Original bibtex 14.06 21.45 16.99

BM25 bookmark 25.62 36.62 30.15
BM25 bibtex 13.72 22.91 17.16

Original overall 16.43 23.58 19.37
BM25 overall 16.45 26.46 20.29

TagWeight parameters;

• the threshold γ to establish whether a tag is relevant;

• which fields of the target resource use to compose the
query.

Tuning the number of similar documents to retrieve from
the PersonalIndex and SocialIndex is very important, since
a value too high can introduce noise in the retrieval process,
while a value too low can exclude documents containing rel-
evant tags. By analyzing the results returned by some test
queries, we decided to set this value between 5 and 10, de-
pending on the training data.

Next, we tried to estimate the values for PersonalTag-
Weight (PTW) and the SocialTagWeight (STW). A higher
weight for the Personal Tags means that in the recommenda-
tion process the systems will weigh more the tags previously
used by the target user, while a higher value for the So-
cial Tags will give more importance to the tags used by the
community (namely, the whole folksonomy) on the target
resource. These parameters are biased by the user practice:
if tags often used by the user are very different from those
used from the community, the PTW should be higher than
STW. We performed an empirical study since it is difficult to
define the user behavior at run time. We tested the system
setting the parameters with several combinations of values:

Table 2: Predictive accuracy of STaR over 50, 000
bookmarks

Approach STW PTW Pr Re F1

Comm.-based 1.0 0.0 23.96 24.60 24.28
User-based 0.0 1.0 32.12 28.72 30.33

Hybrid 0.7 0.3 24.96 26.30 25.61
Hybrid 0.5 0.5 24.10 25.16 24.62
Hybrid 0.3 0.7 23.85 25.12 25.08
Baseline - - 35.58 10.42 16.11

i) PTW = 0.7 STW = 0.3;
ii) PTW = 0.5 STW = 0.5;
iii) PTW = 0.3 STW = 0.7.

Another parameter that can influence the system perfor-
mance is the set of fields to use to compose the query. For
each resource in the dataset there are many textual fields,
such as title, abstract, description, extended description, etc.
In this case we used as query the title of the webpage (for
bookmarks) and the title of the publication (for BibTeX en-
tries). The last parameter we need to tune is the threshold
to deem a tag as relevant (γ).We performed some tests sug-
gesting both 4 and 5 tags and we decided to recommend
only 4 tags since the fifth was usually noisy. We also fixed
the threshold value between 0.20 and 0.25. In order to carry
out this experimental session we used the aforementioned
dataset both as training and test set. We executed the test
over 50, 000 bookmarks and 50, 000 BibTeXs. Results are
presented in Table 2 and Table 3.

Analyzing the results, it emerges that the approach we
called user-based outperformed the other ones. In this con-
figuration we set PTW to 1.0 and STW to 0, so we suggest
only the tags already used by the user in tagging similar
resources. No query was submitted against the SocialIn-
dex. The first remark we can make is that each user has
her own mental model and her own vocabulary: she usu-
ally prefers to tag resources with labels she already used.
Instead, getting tags from the SocialIndex only (as proved
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Table 3: Predictive accuracy of STaR over 50, 000
BibTeXs

Approach STW PTW Pr Re F1

Comm.-based 1.0 0.0 34.44 35.89 35.15
User-based 0.0 1.0 44.73 40.53 42.53

Hybrid 0.7 0.3 32.31 38.57 35.16
Hybrid 0.5 0.5 32.36 37.55 34.76
Hybrid 0.3 0.7 35.47 39.68 37.46
Baseline - - 42.03 13.23 20.13

by the results of the community-based approach) often in-
troduces some noise in the recommendation process. The
hybrid approaches outperformed the community-based one,
but their predictive accuracy is still worse when compared
with the user-based approach. Finally, all the approaches
outperformed the F1-measure of the baseline. We computed
the baseline recommending for each resource only its most
popular tags. Obviously, for resources never tagged we could
not suggest anything. This analysis substantially confirms
the results we obtained from other studies performed in the
area of the tag-based recommendation [1].

5. CONCLUSIONS AND FUTURE WORK
Nowadays, collaborative tagging systems are powerful tools

but they are affected from some drawbacks since the com-
plete tag space is too noisy to be exploited for retrieval and
filtering tasks. In this paper we presented STaR, a social tag
recommender system. The idea behind our work was to dis-
cover similarity among resources exploiting a state-of-the-art
IR-model called BM25. The experimental sessions showed
that users tend to reuse their own tags to annotate similar
resources, so this kind of recommendation model could ben-
efit from the use of the user personal tags before extracting
the social tags of the community (we called this approach
user-based).

This approach has a main drawback, since it cannot sug-
gest any tags when the set of similar items returned by
Lucene is empty. We are planning to extend the system in
order to extract significant keywords from the textual con-
tent associated to a resource (title, description, etc.) that
has no similar items, maybe exploiting structured data or
domain ontologies.

Furthermore, since tags usually suffer of typical Informa-
tion Retrieval problem (polysemy, etc.) we will try to estab-
lish whether the integration of Word Sense Disambiguation
algorithms or a semantic representation of documents could
improve the performance of the recommender.

Anyhow, our approach resulted promising compared with
already existing and state of the art approaches for tag rec-
ommendation. Indeed, our work classified in 6th position in
the final results of the ECML-PKDD 2009 Discovery Chal-
lenge (id: 29723)4
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ABSTRACT
Recommender systems are intelligent applications that help
on-line users to tackle information overload by providing
recommendations of relevant items. Collaborative Filter-
ing (CF) is a recommendation technique that exploits users’
explicit feedbacks on items to predict the relevance of items
not evaluated yet. In classical CF users’ ratings are not
specifying in which contextual conditions the item was eval-
uated (e.g., the time when the item was rated or the goal of
the consumption). But, in some domains the context could
heavily influence the relevance of the item and this must be
taken into account. This paper analyzes the behavior of a
technique which deals with context by generating new items
that are restricted to a contextual situation. The ratings’
vectors of some items are split in two vectors containing the
ratings collected in two alternative contextual conditions.
Hence, each split generates two fictitious items that are used
in the prediction algorithm instead of the original one. We
evaluated this approach on semi-synthetic data sets measur-
ing precision and recall while using a matrix-factorization
algorithm for generating rating predictions. We compared
our approach to the previously introduced reduction based
method. We show that item splitting can improve system
accuracy. Moreover, item splitting leads to a better recall
than the reduction based approach.

1. INTRODUCTION
The Internet, interconnecting information and business

services, has made available to on-line users an over abun-
dance of information and very large product catalogues.
Hence, users trying to decide what information to consult or
what products to choose may be overwhelmed by the num-
ber of options. Recommender systems are intelligent appli-
cations that try to solve information overload problem by
recommending relevant items to a user [2, 11]. Here an item
is usually a descriptive information about a product such as
a movie, a book or a place of interest. Recommender sys-
tems are personalized Information Retrieval systems where
users make generic queries, such as, ”suggest a movie to be
watched with my family this night”.

Collaborative Filtering (CF) is a recommendation tech-
nique that emulates a simple and effective social strategy

Appears in the Proceedings of the 1st Italian Information Retrieval
Workshop (IIR’10), January 27–28, 2010, Padova, Italy.
http://ims.dei.unipd.it/websites/iir10/index.html

Copyright owned by the authors.

called “word-of-mouth” and is now largely applied in the
“social” web. For example, amazon.com recommends items
that user could be interested to buy or delicious.com recom-
mends the links that were tagged by alike users with com-
monly used tags. CF recommendations are computed by
leveraging historical log data of users’ online behavior [12].
The relevance of an item is usually expressed and modeled
by the explicit user’s rating. The higher is the rating that a
user assigned to an item, the more relevant is the item for
the user. CF assumes that the user’s recorded ratings for
items can help in predicting the ratings of like-minded users.
We want to stress that this assumption is valid only to some
extent. In fact, the user’s general interests can be relatively
stable, but, the exact evaluation of an item can be influenced
by many additional and varying factors. In certain domains
the consumption of the same item can lead to extremely dif-
ferent experiences when the context changes [1, 4]. There-
fore, relevance of an item can depend on several contextual
conditions. For instance, in a tourism application the visit-
ing experience to a beach in summer is strikingly different
from the same visit in winter (e.g., during a conference meet-
ing). Here context plays the role of query refinement, i.e.,
a context-aware recommender system must try to retrieve
the most relevant items for a user, given the knowledge of
the current context. However, most CF recommender sys-
tems do not distinguish between these two experiences, thus
providing a poor recommendation in certain situations, i.e.,
when the context really matters.

Context-aware recommender systems is a new area of re-
search [1]. The classical context-aware reduction based ap-
proach [1] extended the classical CF method adding to the
standard dimensions of users and items new ones represent-
ing contextual information. Here recommendations are com-
puted using only the ratings made in the same context as
the target one. For each contextual segment, i.e., sunny
weekend, algorithm checks (using cross validation) if gener-
ated predictions using only the ratings of this segment are
more accurate than using full data set. The authors use
a hierarchical representation of context, therefore, the ex-
act granularity of the used context is searched (optimized)
among those that improve the accuracy of the prediction.
Similarly, in our approach we enrich the simple 2-dim. CF
matrix with a model of the context comprising a set of fea-
tures either of the user, or the item, or the evaluation. We
adopt the definition of context introduced by Dey, where
“Context is any information that can be used to character-
ize the situation of an entity” [8]. Here, the entity is an item
consumption that can be influenced by contextual variables
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Figure 1: Item splitting

describing the state of the user and the item. In this paper
we propose a new approach for using these contextual di-
mensions to pre-filter items’ ratings. Actually, to be precise,
the set of ratings for an item is not filtered but it is split into
two subsets according to the value of a contextual variable,
e.g., ratings collected in“winter”or in“summer”(the contex-
tual variable is the season of the rating/evaluation). These
two sets of ratings are then assigned to two new fictitious
items (e.g. beach in winter and in summer).

This paper extends the results presented in [5, 6]. Here
we evaluate the same item splitting technique in a differ-
ent set of experiments, namely we measure precision and
recall, whereas previously we used MAE. Also the nine semi-
synthetical data sets are generated differently. Moreover, we
extended our analyzes by studying the behavior of item split-
ting with respect to the various Information Gain thresholds.

2. ITEM SPLITTING
Our approach extends the traditional CF data model by

assuming that each rating rui in a m×n users-items matrix,
is stored (tagged) together with some contextual information
c(u, i) = (c1, . . . , cn), cj ∈ Cj , describing the conditions un-
der which the user experience was collected (cj is a nominal
variable). The proposed method identifies items having sig-
nificant differences in the ratings (see later the exact test
criteria). For each one of these items, our algorithm splits
its ratings into two subsets, creating two new artificial items
with ratings belonging to these two subsets. The split is
determined by the value of one contextual variable cj , i.e.,
all the ratings in a subset have been acquired in a context
where the contextual feature cj took a certain value. So,
for each item the algorithm seeks for a contextual feature cj
that can be used to split the item. Then it checks if the two
subsets of ratings have some (statistical significant) differ-
ence, e.g., in the mean. If this is the case, the split is done
and the original item in the ratings matrix is replaced by the
two newly generated items. In the testing phase, the rating
predictions for the split item are computed for one of the
newly generated item. For example, assume that an item
i has generated two new items i1 and i2, where i1 contains
ratings for item i acquired in the contextual condition cj =
v, and i2 the ratings acquired in context cj v̄, hence the two
sets partition the original set of ratings. Now assume that
the system needs to compute a rating prediction for the item
i and user u in a context where cj = x. Then the prediction
is computed for the item i1 if x = v, or i2 if x 6= v, and is
returned as the prediction for i.

Figure 1 illustrates the splitting of one item. As input,
the item splitting step takes a m × n rating matrix of m
users and n items and outputs a m × (n + 1) matrix. The
total number of ratings in the matrix does not change, but

a new item is created. This step can be repeated for all the
items having a significant dependency of their ratings on the
value of one contextual variable. In this paper we focus on
a simple application of this method where an item is split
only into two items, using only one selected contextual vari-
able. A more aggressive split of an item into several items,
using a combination of features, could produce even more
“specialized” items, but potentially increasing data sparsity.
We note again, that for the same user, and different items,
one can in principle obtain ratings in different contexts, as in
our context model context depends on the rating. Therefore,
items i1 and i2 could overlap, i.e., could be rated both by
the same user in different contextual conditions. However,
such situation are not very common.

We conjecture that the splitting could be beneficial if the
ratings within each newly obtained item are more homoge-
nous, or if they are significantly different in the new items
coming from a split. One way to accomplish this task is to
define an impurity criteria t [7]. So, if there are some can-
didate splits s ∈ S, which divide i into i1 and i2, we choose
the split s that maximizes t(i, s) over all possible splits in
S. A split is determined by selecting a contextual variable
and a partition of its values in two sets. Thus, the space of
all possible splits of item i is defined by the context model
C. In this work we analyzed tIG impurity criteria. tIG(i, s)
measures the information gain (IG), also known as Kullback-
Leibler divergence [10], given by s to the knowledge of the
item i rating: tIG = H(i)−H(i1)Pi1 +H(i2)Pi2 where H(i)
is the Shannon Entropy of the item i rating distribution and
Pi1 is the proportion of ratings that i1 receives from item
i. To ensure reliability of this statistic we compute it only
for a split S that could potentially generate items each con-
taining 4 or more ratings. Thus, algorithm never generates
items with less than 4 ratings in the profile.

3. EXPERIMENTAL EVALUATION
We tested the proposed method on nine semi-synthetic

data sets with ratings in {1, 2, 3, 4, 5}. The data sets were
generated using Yahoo!1 Webscope movies data set contains
221K ratings, for 11,915 movies by 7,642 users. The semi-
synthetic data sets were used to analyze item splitting when
varying the influence of the context on the user ratings. The
original Yahoo! data set contains user age and gender fea-
tures. We used 3 age groups: users below 18 (u18), between
18 and 50 (18to50), and above 50 (a50). We modified the
original Yahoo! data set by replacing the gender feature
with a new artificial feature c ∈ {0, 1} that was assigned
randomly to the value 1 or 0 for each rating. This feature c
is representing a contextual condition that could affect the
rating. We randomly choose α ∗ 100% items from the data
set and then from these items we randomly chose β∗100% of
the ratings to modify. We increased (decreased) the rating
value by one if c = 1 (c = 0) and if the rating value was
not already 5 (1). For example, if α = 0.9 and β = 0.5 the
corresponding synthetic data set has 90% of altered items’
profiles that contains 50% of changed ratings. We gener-
ated nine semi-synthetic data sets varying α ∈ {0.1, 0.5, 0.9}
and β ∈ {0.1, 0.5, 0.9}. So, in these data set the contextual
condition is more “influencing” the rating value as α and β
increase.

In this paper we used matrix factorization (FACT ) as the

1Webscope v1.0, http://research.yahoo.com/
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Figure 2: Comparison of contextual pre-filtering methods.

rating prediction technique. We used the algorithm imple-
mented and provided by Timely Development2. FACT uses
60 factors and the other parameters are set to the same
values optimized for another data set (Netflix), so it might
not be the best setting, but all the system variants that we
compared used the same settings. To evaluate the described
methods we used 5-fold cross-validation and measured pre-
cision and recall. The usage of precision and recall in recom-
mender systems needs some clarification. These measures,
in its purest sense, are impossible to measure as they would
require the knowledge of the rating (relevance) of each item
and user combination [9]. Usually there are thousands of
candidate items to recommend (11K in our case) and just
for a small percentage of them we know the true user’s evalu-
ation (typically less than 1%) . Herlocker et al. [9] proposed
to approximate these measures by computing the prediction
just for user × item pairs that are present in the ratings
data set, and consider items worth recommending (relevant
items) only if the user rated them 4 or 5. We computed the
measures on full test set (of each fold), while trained the
models on the train set. Please refer to [5] for additional
experiments. These include the evaluation of other impu-
rity criteria, the performance of the proposed method on
the original Yahoo! data set, and experiments using other
prediction methods such as user-based CF while computing
Mean Absolute Error (MAE).

3.1 Context-aware Prediction Methods
To understanding the potential of item splitting in a context-

dependent set of ratings we tested this approach on the
semi-synthetical data sets described earlier, i.e., replacing
the gender feature with a new contextual variable that does
influence the ratings. The baseline method is FACT when
no contextual information is considered. It is compared
with the context-aware reduction based approach [1], and
our item splitting technique. Figure 2 shows comparison of
three methods for the nine semi-synthetic data sets. For
each data set we computed precision and recall. We con-
sidered item as worth recommending if algorithm made a
prediction greater or equal to 4. For all the nine data sets
the algorithm splits an item if any split leads to an IG bigger
than 0.01. The small IG threshold value led to a good re-
sults in our previous experiments [6] and it allows algorithm
to split up to 15% of items (depending on the data set). In

2http://www.timelydevelopment.com

Subsection 3.3 we report result while choosing bigger values
that typically decrease the impact of item splitting. As we
expected, the smaller is the impact of the contextual fea-
ture c, the smaller is the improvement of the performance
measure obtained by the methods that do use the context.
In fact, item splitting improved the performance of baseline
method for 4 data sets: α ∈ {0.5, 0.9}, β ∈ {0.5, 0.9}. The
highest improvement for precision of 9.9% was observed for
the data set α = 0.9, β = 0.9 where most items and most
ratings were influenced by the artificial contextual feature.
Increasing the value of α and β, i.e., increasing the number
of items and ratings that are correlated to the value of the
context feature, decreased the overall precision and recall
of the baseline method. We conjecture, that the contextual
condition plays the role of noise added to the data, even if
this is clearly not noise but a simple functional dependency
from a hidden variable. In fact, FACT cannot exploit the
additional information brought by this feature and cannot
effectively deal with the influence of this variable.

Reduction based approach increased precision by 1.3%
only for α = 0.9, β = 0.9 data set. This is the data set,
where artificial contextual feature has highest influence on
the ratings and 90% of items are modified. In [1] the authors
optimized MAE when searching for the contextual segments
where the context-dependent prediction improves the de-
fault one (no context). Here, we searched for the segments
where precision and recall is improved and we used all better
performing segments to make the predictions. For example,
Figure 2(a) reports the precision of reduction based. To con-
duct this experiment, the algorithm first sought (optimized)
the contextual segments where precision is improved (using a
particular split of train and test data). Then, when it has to
make a rating prediction, used either only the data in one of
these segments, i.e., if the prediction is for a item-user com-
bination in one of the found segments, or all the data, i.e., if
the item-rating is in one contextual conditions where no im-
provements can be found with respect to the baseline. Note,
that in all three data sets where α = 0.5, β ∈ {0.1, 0.5, 0.9}
the results are similar to the baseline approach. In these
cased the reduction base approach does consider the seg-
ments generated using the artificial feature. However, the
data set was constructed in such a way that half of the items
do not have ratings’ dependencies on the artificial feature,
and no benefit is observed.

These experiments show that both context-aware pre-filtering
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Figure 3: Precision/recall curves for two data sets.

approaches can outperform the base line FACT CF method,
when the context influences the ratings. It is worth noting
that item splitting is computationally cheaper and it per-
formed better than reduction based. Note also that, accu-
racy could depend on the particular baseline prediction al-
gorithm, i.e., FACT in our experiments. However, we choose
FACT as it is now currently largely used, and in our previ-
ous experiments it outperformed traditional user-based CF
method [5].

3.2 Precision Versus Recall
In this section we illustrate the precision/recall curves for

the three selected methods. For this experiments we reused
the three data sets: α = 0.1, β ∈ {0.1, 0.5, 0.9}. As was done
in the previous experiment, we set the IG threshold to 0.01.
For the reduction based approach we optimized precision.
The results can be seen in Figure 3. The left figure shows
results for α = 0.9, β = 0.5 data set and the right figure for
α = 0.9, β = 0.9. We skip the α = 0.9, β = 0.1 data set, as
for this data set all three methods perform similarly to each
other. Each curve was computed by varying the threshold
at which a recommendation is done. For example, all meth-
ods obtained the highest precision when recommending the
items that were predicted as rating 5. In this case, we do
not recommend the items that were predicted with a lower
rating. Note that we always count recommendation as rel-
evant if user rated the item 4 or 5. We set the threshold
to values equal to {1, 1.5, 2, 2.5, 3, 3.5, 4, 4.5, 5}. Note,
that previous experiment (see. Figure 2) was done with the
recommendation threshold equal to 4. The recall is equal to
1 if we recommend all the items, i.e., those predicted with
a rating of 1 and higher. Even at this level of recall, the
precision is more than 70%. This can be explained by the
high fraction of high ratings in the data set.

Recommender systems usually try to improve precision.
Having recall as small as 0.01, we could still be able to rec-
ommend too many items for user to consume, i.e., approx-
imately 119 items in our data set. Interestingly, as we can
see it is also much harder to make precise recommendations
than to obtain high recall. The curves for all three meth-
ods get flat when approaching precision 0.97. At this point
we recommend only the items that were predicted with rat-
ing 5. This is the maximum possible predicted rating by
FACT and precision can not be improved by varying the
threshold at which recommendation is done. We also ob-
serve, that we can achieve higher maximum precision for
item splitting method comparing to other methods. When
α = 0.9 and β = 0.9, the highest precision value for item
split improves by 7% the baseline method. The improve-
ment when α = 0.9 and β = 0.5 is 2.7%. This experiment

gives valuable insights into the behavior of reduction base
approach. We see, that at each level of the recommendation
threshold it shows a higher recall value than the other two
methods. At the highest level of precision, reduction based
approach is close to item splitting and gives improvement of
6.1% in precision for α = 0.9, β = 0.9 data set and 1.3% for
α = 0.9, β = 0.5 data set. But, the precision/recall curve of
reduction based is always below than that of item split.

In conclusion we want to note that considering both pre-
cision and recall, we see that both context-aware recommen-
dation methods yields quite similar results. More noticeably,
both methods outperforms baseline CF which does not take
context into account.

3.3 Item Splitting for Various IG Thresholds
To better understand the item splitting method we fur-

ther analyzed the prediction processes. We looked at the
number of items the algorithm splits and also on which at-
tribute the split was performed. For this purpose we var-
ied the item splitting threshold parameter. For this experi-
ment we used tIG impurity measure and the three data sets:
α = 0.9β ∈ {0.1, 0.5, 0.9}. The summary of the results are
shown in Figure 4. Figures 4(a), 4(b), 4(c) show the number
of splits that the item split algorithm performs varying the
IG threshold for the three considered data sets. When using
α = 0.9, β = 0.1 the algorithm chooses the artificial fea-
ture approximately twice as often as the age feature. More
precisely, when the threshold is IG = 0.2 item split splits
101.8 items (on average in 5 folds); the artificial feature was
chosen 69.8 and age feature was chosen 32 times. When
the influence of artificial feature increases, a higher propor-
tion of items are split using the artificial feature. For the
α = 0.9, β = 0.9 data set and IG = 0.2 it splits 576.8 items
using the artificial feature and 29.8 using the age feature.
Note, that despite IG favors attributes with many possible
values [10] item splitting chooses the attribute having larger
influence on the rating. We further observe that the number
of split items is not large. For all three data sets we split
no more than 2050 items (17%). This low number can be
explained by looking at the size of items’ profiles. Note that
in the considered data sets the average number of ratings
per item is 18.5. Algorithm splits item only if the newly
generated item has at least 4 ratings. Therefore, item must
have a minimum of 8 ratings to be considered for splitting.
Lowering the minimum number of ratings in the item pro-
file, could cause unreliable computation of statistics and was
observed to decrease the overall performance.

Figures 4(d), 4(e) shows precision and recall accuracy
measures for three data sets. We observe, that item split-
ting is only beneficial when context (i.e., artificial feature
here) has an high influence on the rating. The best perfor-
mance for the α = 0.9, β = 0.1 data set, both for recall and
precision, is obtained when no items are split. Each split
of an item affects also the prediction for the items that are
not split. Splitting an item is equivalent to create two new
items and deleting one, therefore, it causes a modification of
the data set. When CF generates a prediction for a target
user-item pair all the other items’ ratings, including those
in the new items coming from some split, are used to build
that prediction. In [5] we observed that we can increase
the performance on split items, but at the same time the
decrease of performance on the untouched items can cancel
any benefit. When α = 0.9, β = 0.5 the situation is dif-
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Figure 4: Item splitting behavior for different thresholds.

ferent. We observe, that here splitting more items leads to
an increase in precision and decrease in recall. Finally, for
α = 0.9, β = 0.9 splitting more items increase the precision
and recall, and this is maximum when the IG threshold is
equal to 0.1. In conclusion, we could regard item split as a
more dynamical version of reduction based. Here the split
is done for each item separately and using an external mea-
sure (such as IG) to decide if the split is needed. Using the
IG criteria, splitting items is beneficial when context highly
influences the ratings.

4. CONCLUSIONS AND FUTURE WORK
This paper evaluates a contextual pre-filtering technique

for CF, called item splitting. Based on the assumption
that certain items may have different evaluations in dif-
ferent contexts, we proposed to use item splitting to cope
with this. The method is compared with a classical context-
aware pre-filtering approach [1] which uses extensive search-
ing to find the contextual segments that improve the base-
line prediction. As a result we observed that despite the
increased data sparsity, item splitting is beneficial, when
some contextual feature separates the item ratings into two
more homogeneous rating groups. However, if the contex-
tual feature is not influential the splitting technique some-
times produced a minor decrease of the precision and re-
call. Item-splitting outperforms reduction based context-
aware approach when FACT CF method is used. Moreover,
the method is more time and space efficient and could be
used with large context-enriched data bases.

The method we proposed can be extended in several ways.
For instance one can try to split the users (not the items)
according to the contextual features in order to represent
the preferences of a user in different contexts by using vari-
ous parts of the user profile. Another interesting problem is
to find a meaningful item splitting in continuous contextual
domains such as time or temperature. Here, the splitting
is not easily predefined but have to be searched in the con-
tinuous space. Finally, item splitting could ease the task of
explaining recommendations. The recommendation can be
made for the same item in different context. The contextual
condition on which the item was split could be mentioned
as justifications of the recommendations. For example, we
recommend you to go to the museum instead of going to the
beach as it will be raining today. We would also like to ex-
tend our evaluation of the proposed algorithm. First of all,
we want to use real world context-enriched data. Moreover,
we want to evaluate precision and recall at top-N recommen-
dation list. At the end, we want to develop a solution to be
able to deal with missing contextual values.
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ABSTRACT
Increasing applications are demanding effective and efficient
support to perform retrieval in large collections of digital
images. The work presented here is an early stage research
focusing on the integration between text-based and content-
based image retrieval. The main objective is to find a valid
solution to the problem of reducing the so called seman-
tic gap, i.e. the lack of coincidence existing between the
visual information contained in an image and the interpre-
tation that a user can give of it. To address the semantic
gap problem, we intend to use a combination of several ap-
proaches. Firstly, a linking between low-level features and
text description is obtained by a semi-automatic annotation
process, which makes use of shape prototypes generated by
clustering. Precisely, the system indexes objects based on
shape and groups them into a set of clusters, with each clus-
ter represented by a prototype. Then, a taxonomy of ob-
jects that are described by both visual ontologies and tex-
tual features is attached to prototypes, by forming a visual
description of a subset of the objects. The paper outlines the
architecture of the system and describes briefly algorithms
underpinning the proposed approach.

Categories and Subject Descriptors
H [Information Storage and Retrieval]

General Terms
Image retrieval

Keywords
Content-based image retrieval, Semantic image retrieval

1. INTRODUCTION
By the end of the last century the question was not whether

digital image archives are technically and economically vi-
able, but rather how these archives would be efficient and
informative. The attempt has been to develop intelligent
and efficient human-computer interaction systems, enabling
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the user to access vast amounts of heterogeneous image sets,
stored in different sites and archives. Additionally, the con-
tinuously increasing number of people that should access to
such collections further dictates that more emphasis be put
on attributes such as the user-friendliness and flexibility of
any multimedia content retrieval scheme.

The very first attempts at image retrieval were based on
exploiting existing image captions to classify images accord-
ing to predetermined classes or to create a restricted vocab-
ulary [5]. Although relatively simple and computationally
efficient, this approach has several restrictions mainly de-
riving from the use of a restricted vocabulary that neither
allows for unanticipated queries nor can be extended without
re-evaluating the possible connection between each item in
the database and each new addition to the vocabulary. Ad-
ditionally, such keyword-based approaches assume either the
pre-existence of textual annotations (e.g. captions) or that
annotation using the predetermined vocabulary is performed
manually. In the latter case, inconsistency of the keyword
assignments among different indexers can also hamper per-
formance. Recently, a methodology for computer-assisted
annotation of image collections was presented [24].

To overcome the limitations of the keyword-based ap-
proach, the use of the visual content has been proposed,
leading to Content-Based Image Retrieval(CBIR) approaches
[6]. CBIR systems utilize the visual content of images to
perform indexing and retrieval, by extracting low-level in-
dexing features, such as color, shape, and texture. In this
case, pre-processing of images is necessary as the basis on
which features are extracted. The pre-processing is of coarse
granularity if it involves processing of images as a whole,
whereas it is of fine granularity if it involves detection of
objects within an image [1]. Then, relevant images are re-
trieved by comparing the low-level features of each item in
the database with those of a user-supplied sketch or, more
often, a key image that is either selected from a restricted
image set or is supplied by the user (query-by-example).
Several approaches have appeared in the literature which
perform visual querying by examples taking into account
different facets of pictorial data to express the image con-
tents, such as color [21], object shape [2], texture [14], or
a combination of them [8, 18, 20]. Among these, search by
matching shapes of image portions is one of the most natural
way to pose a query in image databases.

Though many sophisticated algorithms have been designed
to describe color, shape, and texture features, these algo-
rithms cannot adequately model image semantics. Indeed,
extensive experiments on CBIR show that low-level contents
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often fail to describe the high-level semantic concepts in
user’s mind [25]. Also, CBIR systems have limitations when
dealing with broad content image databases [16]; indeed, in
order to start a query, the availability of an appropriate key
image is assumed; occasionally, this is not feasible, particu-
larly for classes of images that are underrepresented in the
database. Therefore, the performance of CBIR systems is
still far from user’s expectations.

Summarizing, current indexing schemes for image retrieval
employ descriptors ranging from low-level features to higher-
level semantic concepts [23]. So far, significant work has
been presented on unifying keywords and visual contents in
image retrieval, and several hybrid methods exploiting both
keywords and the visual content have been proposed [17,
12, 26]. Depending on how low-level and high-level descrip-
tors are employed and/or combined together, different levels
of image retrieval can be achieved. According to [7], three
levels of image retrieval can be considered:

• Level 1: Low-level features such as color, texture, shape
or the spatial location of image elements are exploited
in the retrieval process. At this level, the system sup-
ports queries like find pictures like this or find pictures
containing blue squares.

• Level 2: Objects of given type identified by low-level
features are retrieved with some degree of logical in-
ference. An example of query is find pictures in which
my father appears.

• Level 3: Abstract attributes associated to objects are
used for retrieval. This involves a significant amount
of high-level reasoning about the meaning of the ob-
jects or scenes depicted. An example of query is find
pictures of a happy woman.

Retrieval including both Level 2 and Level 3 together is
referred to as semantic image retrieval. The gap between
Level 1 and Level 2 is known as semantic gap, which is ”the
lack of coincidence between the information that one can
extract from the visual data and the interpretation that the
same data have for a user in a given situation” [19]. Retrieval
at Level 3 is quite difficult, therefore current systems mostly
perform retrieval at Level 2, which requires three fundamen-
tal steps: (1) extraction of low-level image features, (2) def-
inition of proper similarity measures to perform matching,
(3) reducing the semantic gap. Clearly, step (3) is the most
challenging one, since it requires providing a link between
low-level features (visual data) and high-level concepts (se-
mantic interpretation of visual data).

Currently, various approaches have been proposed to re-
duce the semantic gap between the low-level features of im-
ages and the high-level concepts that are understandable by
human. According to [11], they can be broadly grouped into
four main categories:

• Use of ontologies [15]. Ontologies can be used to pro-
vide an explicit, simplified and abstract specification
of knowledge about the domain of interest; this is ob-
tained by defining concepts and relationships between
them, according to the specific purpose of the con-
sidered problem. This approach exploits the possi-
bility to simply derive semantics from our daily lan-
guage. Then, different descriptors can be related to

the low-level features of images in order to form a vo-
cabulary that provides a qualitative definition of high-
level query concepts. Finally, these descriptors can be
mapped to high level semantics, based on our knowl-
edge. This approach works fine with small databases
containing specifically collected images. With large
collections of images with various contents, more pow-
erful tools are required to learn the semantics.

• Automatic image annotation [22]. This approach con-
sists in exploiting supervised or unsupervised learning
techniques to derive high-level concepts from images.
In particular, supervised learning techniques are used
to predict values of a semantic category based on a
set of training samples. However, supervised learning
algorithms present some disadvantages strictly related
to the nature of this kind of technique, that require a
large amount of labeled data to provide effective learn-
ing results. This represents a problem when the appli-
cation domain changes and new labeled samples have
to be provided. Clustering is the typical unsupervised
learning technique used for retrieval purpose. In this
approach, images are grouped on the basis of some
similarity measure, so that a class label is associated
to each derived cluster. Images into the same cluster
are supposed to be similar to each other (i.e. having
similar semantic content). Thus, a new untagged im-
age that is added to the database can be indexed by
assigning it to the cluster that better matches with the
image.

• Relevance feedback [13]. This approach concerns the
possibility to learn the intentions of users and their
specific needs by exploiting information obtained dur-
ing their interactions with the system. In particu-
lar, when the system provides the initial retrieval re-
sults, the user judges these by indicating if they are
relevant/irrelevant (and eventually the degree of rele-
vance/irrelevance). Then, a learning algorithm is used
to learn the user feedback, which will be exploited in
order to provide results that better satisfy the user
needs.

• Generating semantic templates [27]. This method is
based on the concept of visual semantic template that
includes a set of icons or objects denoting a personal-
ized view of concepts. Feature vectors of these objects
are extracted for query process. Initially, the user has
to define the template of a concept by specifying, for
example, the objects and their spatial and temporal
constraints and the weights assigned to each feature
for each object. Finally, through the interaction with
users, the system move toward a set of queries that
better express the concept in the user mind. Since this
method requires the user to know the image features,
it could be quite difficult for ordinary users.

Along with state-of-art directions in the field of IR, in
this paper we present the idea of an IR system supporting
retrieval at Level 2. Precisely, we intend to provide a solu-
tion to the problem of semantic gap in IR by designing a
methodology based on a combination of several approaches,
which is oriented to exploit both the visual and the semantic
content of images. This is achieved making use of clustering
and visual ontologies. In the following, all the approaches
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Figure 1: The system architecture.

underpinning the proposed IR methodology are briefly de-
scribed and the architecture of the system is outlined.

2. OVERVIEW OF THE IR SYSTEM
The proposed system is intended to perform image re-

trieval by exploiting both the visual and the semantic con-
tent of images. As concerns the visual content, in this pre-
liminary phase of the research we focus only on shape con-
tent. In fact, we aim to deal with specific domain images
containing objects that have a distinguishable shape mean-
ing. Therefore, we assume that indexing and querying are
only based on shape matching. The system will allow the
user to query the image database not only by shape sketches
and by keywords but also by “concepts describing shapes”.
The general architecture of the proposed IR system is re-
ported in fig. 1.

As it can be seen, several tasks are carried out in order
to derive visual and textual features of shapes contained in
images. These tasks are:

1. Feature extraction: detecting shapes in images;

2. Clustering: grouping similar shapes into prototypes;

3. Semi-automatic annotation: associating keywords to
prototypes;

4. Search.

In the following we describe how each task is carried out.

2.1 Feature extraction
In the proposed system, each image in the database is

stored as a collection of objects’ shapes contained in it. In
order to be stored in the database, every image is processed
to identify objects appearing in it. Image processing starts
with an edge detection process that extracts all contours in
the image. Then, using the derived edges, a shape detection
process is performed to identify different objects included
in the image and determine their contours. Finally, Fourier
descriptors are computed on each contour and retained as
visual signatures of the objects in a separate database.

2.2 Clustering
Once all shapes have been detected from images and repre-

sented as visual signatures vectors, a set of shape prototypes
is automatically defined by an unsupervised learning pro-
cess that performs clustering on visual signatures (Fourier
descriptors) of shapes, so as to categorize similar shapes into
clusters. Each resulting cluster Ci is represented by a shape
prototype pi, that is computed by averaging visual signa-
tures of all shapes belonging to the cluster. We intend to
apply a hierarchical clustering, in order to generate a hi-
erarchy of prototypical shapes. Each node of the hierar-
chical tree is associated with one prototypical shape. Root
nodes of the tree represent general prototypes, intermediate
nodes represent general shapes, leaf nodes represent specific
shapes.

During the interaction of the user with the system, the
hierarchical tree is incrementally updated. Whenever a new
shape is considered (i.e. each time a new image containing
relevant object shapes is added to the database), we evaluate
its matching against all existing prototypes, from root nodes
to pre-leafs(final) nodes, according to a similarity measure
defined on visual signatures. If the new shape matches a final
prototype with a sufficient degree, then the corresponding
prototype is updated by averaging the features of shapes
that belong to the corresponding cluster [10]. Otherwise, a
new prototype is created, corresponding to the new shape.

The use of shape prototypes, which represent an inter-
mediate level of visual signatures, facilitates the subsequent
tasks 3. and 4. Actually, prototypes facilitate the anno-
tation process, since only a reduced number of shapes (the
prototypical ones) need to be manually annotated. Secondly,
the use of prototypes simplifies the search process. Indeed,
since only a small number of objects is likely to match any
single user query, a large number of unnecessary compar-
isons is avoided during search by performing matching with
shape prototypes rather than with specific shapes. In other
words, prototypes acts as a filter that reduces the search
space quickly while discriminating the objects.

2.3 Semi-automatic annotation
Once shape prototypes have been derived, a semi-automatic

annotation process is applied to associate text descriptions
to identified object shapes. The process is semi-automatic
since it involves a manual annotation only for prototypes:
shapes immediately attached in the hierarchy are automat-
ically annotated, since they inherit descriptions from their
prototypes.

Every semantic class that is of interest in the considered
image domain (e.g. for ours, glasses, bottles, etc.) will be
described by a visual ontology (VO), which is intended as
a textual description, made of concepts and relationships
among them, of the visual content of a prototypical shape
[9, 4]. We figure the lexicon used to define the VOs to be
as much intuitive as possible, so as to evocate the particular
shape it describes. We plan that the system will be sup-
plied of a basic set of domain dependent VOs, one for each
considered semantic class.

Of course, different prototypical shapes may convey the
same semantic content (e.g., several different shapes may
convey the concept of glass). We consider such prototypes
to belong to the same semantic class. Shape prototypes be-
longing to the same semantic class will share about the same
VO structure, obviously with the appropriate differences.
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As an illustrative example, we sketch some possible rela-
tionships included in a VO that refers to the semantic class
glass:

• wine glass IS SPECIALIZATION OF glass;

• bottom IS PART OF wine glass;

• wavy shape IS PROPERTY OF bottom.

The combined use of prototypes and VOs provides a pow-
erful mechanism for automatic annotation of shapes. Every
time the user adds a new shape to the database, the system
associates the shape to the most similar prototype, which
is related to a semantic class and linked to a VO. Thus the
new shape inherits all the semantic descriptions associated
to the selected prototype in an automatic fashion. Then,
a feedback from the user is considered. Namely, the user
may accept the choice operated by the system, or reject it.
In the latter case, there are two possibilities: the user can
select the proper prototype with the related VO from the
existing ones, or, if no one can be associated to the shape,
the user can create a new prototype (using the new shape)
and manually annotate it by modifying the VO incorrectly
assigned by the system previously.

2.4 Search
The engine mechanism is designed to allow users to submit

sketch-based, text-based and concept-based queries.
The results of the sketch-based search emerge from a match-

ing between the submitted sample shape and the created
prototypes. Precisely, when the user presents a query in the
form of an object sketch, the system formulates the query,
performing feature extraction by translating that object into
a shape model. The extracted query feature is submitted
to compute similarity between the query and prototypes
first. This is made by considering shapes as points of a
feature space. Having characterized each shape as a vector
of Fourier descriptors, we simply evaluate dissimilarity be-
tween two shapes in terms of Euclidean distance between
two vectors of descriptors. Of course, other similarity mea-
sures can be considered, encapsulating the human percep-
tion of shape similarity (this is an interesting issue that we
would like to deepen in future). After sorting the prototypes
in terms of similarity, the system returns images containing
objects indexed by the prototypes with highest similarities.

The results of the text-based search emerge from a match-
ing between the submitted textual query and textual de-
scriptions associated to prototypes. Namely, when a query
is formulated in terms of keywords, the system simply re-
turns images including the objects indexed by the proto-
types labeled with that keywords. As before, high-matching
prototypes are selected to provide shapes to be visualized as
search results.

Finally, when both a visual and textual content are ex-
ploited by the user querying the image database, images
returned from the two approaches separately, are merged
together in a single output set.

3. FIRST STEPS TOWARD THE SYSTEM
DEVELOPMENT

In this preliminary phase of the research, only the main
functions for tasks 1. and 4. described above have been im-
plemented in the system. For tests during the development

Figure 2: An initial search engine interface.

of the system, we considered an image database from the art
domain. The database, used in other IR works [3] includes
digitalized images representing still-object paintings by the
Italian artist Giorgio Morandi.

As concerns task 1., various image processing tools that
are necessary to extract shape features from the image ob-
jects have been developed, including edge detection meth-
ods, as well as enhancement and reconstruction functional-
ities. Basic image processing methods were included from
the ImageJ image analysis software1, such as thresholding
methods (e.g. Canny, Prewitt and Sobel) for automatic de-
tection of objects boundaries lying in images. Having the
possibility to act on contrast and brightness properties, the
user can adjust the image appearance to refine the extraction
of the shapes of objects. The shape identification is made
automatically through an edge following algorithm. When
the result of shape identification is not satisfying, the user
is given the possibility to correct boundaries or to manually
draw boundaries directly on the image.

As concerns task 4., the retrieval graphical interface has
been developed, that enables users to query the system and
to inspect search results (fig. 2). Also, the computation of
Euclidean dissimilarity measures for shape prototype match-
ing has been included in the system.

Currently, the system provides also the interfaces for brows-
ing the database and insert new images.

4. CONCLUSIONS
In this paper a preliminary proposal of an IR system has

been presented. The system is intended to solve the problem
of semantic gap by exploiting clustering and visual ontolo-
gies. The use of a visual ontology is motivated by the neces-
sity of reproducing the capacity of a human in describing her
visual perception by means of the visual concepts she pos-
sesses. From the point of human-computer interaction view,
visual ontologies provide a bridge between low-level features
of images and visual representation of semantic contained in
images. Compared to symbolized ontology, visual ontologies
can represent complex image knowledge in a more detailed
and intuitive way, so that no expert knowledge is needed to
process a complicated knowledge representation of images.

1http://rsbweb.nih.gov/ij
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The binding created by visual ontologies between image ob-
jects and their description, enables the proposed IR system
to perform a conceptual reasoning on the collection of im-
ages, also when treating with pure content-based queries.
Thus, different forms of retrieval become possible with the
proposed system:

1. text-based: queries are lexically motivated, i.e. they
express objects by their names (keywords);

2. content-based: queries are perceptually motivated, i.e.
they express objects by their visual apparency;

3. semantic retrieval: queries are semantically motivated,
since they express objects by their intended meaning,
i.e. in terms of concepts and their relationships.

Currently, we are continuing to develop the proposed IR
system. To this aim, we are looking for the best appropriate
clustering algorithm to derive significant shape prototypes
and analyzing methods to create visual ontologies.
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ABSTRACT
This paper presents a vector space model approach, for rep-
resenting documents and queries, using concepts instead of
terms and WordNet as a light ontology. This way, informa-
tion overlap is reduced with respect to the classic semantic
expansion techniques. Experiments undertaken on Much-
More benchmark showed the effectiveness of the approach.

1. INTRODUCTION
This paper presents an ontology-based approach for a con-

ceptual representation of documents. Such an approach is
inspired by a recently proposed idea presented in [9], and
uses an adapted version of that method to standardize the
representation of documents and queries. The proposed
approach is somehow similar to the classic query expan-
sion technique. However additional considerations have been
taken into account and some improvements have been ap-
plied as explained below.

Query expansion is an approach used in Information Re-
trieval (IR) in order to improve the system’s performance.
It consists of the expansion of the content of the query by
adding the terms that are semantical correlated with the
original terms of the query [12]. Several works demonstrated
the enhanced performance of IR systems that implement
query expansion approaches [19] [3] [5]. However, the query
expansion approach has to be used carefully because, as
demonstrated in [8], expansion might degrade the perfor-
mance of some individual queries. This is due to the fact
that an incorrect choice of terms and concepts for the ex-
pansion task might harm the retrieval process by drifting it
away from the optimal correct answer.

Document expansion applied to IR has been recently pro-
posed in [2]. In that work a sub-tree approach has been im-
plemented to represent concepts in documents and queries.
However, when using a tree structure there is a redundancy
of information because more general concepts may be rep-
resented implicitly by using only the leaf concepts they sub-
sume. The smart idea behind the representation of docu-
ments by using concepts is that documents and queries may

Appears in the Proceedings of the 1st Italian Information Retrieval
Workshop (IIR’10), January 27–28, 2010, Padova, Italy.
http://ims.dei.unipd.it/websites/iir10/index.html

Copyright owned by the authors.

be represented in the same way. This way, the risk of omit-
ting some related terms (as it may happen in the classical
query expansion technique), is reduced. However, it is nec-
essary to use a language resource that permits to cover a
higher number of terms in order to avoid information loss.

This paper presents a new representation for documents
and queries. The proposed approach exploits the structure
of the well-known machine readable dictionary WordNet in
order to reduce the redundancy of information generally con-
tained in a concept-based document representation. The
second improvement is the reduction of the computational
time needed to compare documents and queries represented
by using concepts. This representation has been applied
to the ad-hoc retrieval problem. The approach has been
evaluated on the MuchMore1 Collection [4] and the results
demonstrate its viability.

In Section 2 an overview of the environment in which on-
tology has been used is presented. Section 3 presents the
tools used for this work. Section 4 illustrates the proposed
approach to represent information, while Section 5 compares
this approach with other two well-known approaches used in
conceptual representation of documents. In Section 6 the re-
sults obtained from the test campaign are discussed. Finally,
Section 7 concludes.

2. RELATED WORKS
An increasing number of recent information retrieval sys-

tems make use of ontologies to help the users clarify their
information needs and come up with semantic representa-
tions of documents. Many ontology-based information re-
trieval systems and models have been proposed in the last
decade. An interesting review on IR techniques based on
ontologies is presented in [11], while in [16] the author stud-
ies the application of ontologies to a large-scale IR system
for web purposes. A model for the exploitation of ontology-
based knowledge bases is presented in [7]. The aim of this
model is to improve search over large document reposito-
ries. The model includes an ontology-based scheme for the
annotation of documents, and a retrieval model based on an
adaptation of the classic vector-space model [15]. Another
information retrieval system based on ontologies is presented
in [14]. The authors propose an information retrieval system
which has landmark information database that has hierar-
chical structures and semantic meanings of the features and

1http://muchmore.dfki.de

83



characteristics of the landmarks.
The implementation of ontology models has been also in-

vestigated by using fuzzy models [6].
In IR, the user’s input queries usually are not detailed

enough, so the satisfactory query results can not be brought
back. Query expansion of IR can help to solve this problem.
However, the common query expansion in IR cannot get
steady retrieval results. Ontologies play a key role in query
expansion research. A common use of ontologies in query
expansion is to enrich the resources with some well-defined
meaning to enhance the search capabilities of existing web
searching systems.

In [18] the authors propose and implement query expan-
sion method which combines domain ontology with the fre-
quency of terms. Ontology is used to describe domain knowl-
edge; logic reasoner and the frequency of terms are used to
choose fitting expansion words. This way, higher recall and
precision can be gotten as user’s query results.

In [10] the authors present an approach to expand queries
that consists in searching terms from the topic query in an
ontology in order to add similar terms.

3. PRELIMINARIES
The roadmap to prove the viability of a concept-based rep-

resentation of documents and queries consists in two main
tasks:

- to choose a method that permits to represent all docu-
ments terms by using the same set of concepts;

- to implement an approach that permits to index and to
evaluate each concept, in both documents and queries,
with the appropriate weight.

To represent documents, the method described in Sec-
tion 4 has been used, combined with the use of the WordNet
machine-readable dictionary. From the WordNet database,
the set of terms that do not have hyponymy has been ex-
tracted, each term is named“base concept”. A vector, named
“base vector”, has been created and, to each component of
the vector, a base concept has been assigned. This way, each
term is represented by using the base vector of the WordNet
ontology.

The representation described above has been implemented
on top of the Apache Lucene open-source API. 2

In the pre-indexing phase, each document has been con-
verted in its ontological representation. After the calcula-
tion of the importance of each concept in a document, only
concepts with a degree of importance higher than a fixed
cut-value have been maintained, while the others have been
discarded. The cut-value used in these experiments is 0.01.
This choice has a drawback, namely that an approximation
of representing information is introduced due to the discard
of some minor concepts. However, we have experimentally
verified that this approximation does not affect the final re-
sults.

During the evaluation activity, queries have been also con-
verted into the ontological representation. This way, weights
have to be assigned to each concept to evaluate all concepts
with the right proportion. One of the features of Lucene is
the possibility of assigning a payload to each term of the

2See URL http://lucene.apache.org/.

query. Therefore, to each element present in the concept-
based representation of the query, its concept weight has
been used as boost value.

4. DOCUMENT REPRESENTATION
Conventional IR approaches represent documents as vec-

tors of term weights. Such representations use a vector with
one component for every significant term that occurs in the
document. This has several limitations, for example:

1. different vector positions may be allocated to the syn-
onyms of the same term; this way there is an infor-
mation loss because the importance of a determinate
concept is distributed among different vector compo-
nents;

2. the size of a document vector have to be at least equal
to the total number of words of the language used to
write the document;

3. every time a new set of terms is introduced (which is a
high-probability event), all document vectors must be
reconstructed; the size of a repository thus grows not
only as a function of the number of documents that
it contains, but also of the size of the representation
vectors.

To overcome these weaknesses of term-based representations,
an ontology-based representation has been used [9].

An ontology-based representation has been recently pro-
posed in [9] which exploits the hierarchical is-a relation
among concepts, i.e., the meanings of words. For example,
to describe with a term-based representation documents con-
taining the three words: “animal”, “dog”, and “cat” a vector
of three elements is needed; with an ontology-based repre-
sentation, since “animal” subsumes both “dog” and “cat”, it
is possible to use a vector with only two elements, related to
the “dog” and “cat” concepts, that can also implicitly con-
tain the information given by the presence of the “animal”
concept. Moreover, by defining an ontology base, which is a
set of independent concepts that covers the whole ontology,
an ontology-based representation allows the system to use
fixed-size document vectors, consisting of one component
per base concept.

Calculating term importance is a significant and funda-
mental aspect for representing documents in conventional
information retrieval approaches. It is usually determined
through term frequency-inverse document frequency (TF-
IDF). When using an ontology-based representation, such
usual definition of term-frequency cannot be applied because
one does not operate by keywords, but by concepts. This
is the reason why it has been adopted the document rep-
resentation based on concepts proposed in [9], which is a
concept-based adaptation of TF-IDF.

In this paper, an adaptation of the approach proposed in
[9] is presented. The original approach was proposed for
domain specific ontologies and does not always consider all
the possible concepts in the considered ontology, in the sense
that it assumes a cut at a given specificity level. Instead,
the proposed approach has been adapted for more general
purpose ontologies and it takes into account all independent
concepts contained in the considered ontology. This way,
information associated to each concept is more precise and
the problem of choosing the suitable level to apply the cut
is overcome.
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Figure 1: Ontology representation for concept ’z’.

The quantity of information given by the presence of con-
cept z in a document depends on the depth of z in the ontol-
ogy graph, on how many times it appears in the document,
and how many times it occurs in the whole document repos-
itory. These two frequencies also depend on the number of
concepts which subsume or are subsumed by z. Let us con-
sider a concept x which is a descendant of another concept y
which has q children including x. Concept y is a descendant
of a concept z which has k children including y. Concept
x is a leaf of the graph representing the used ontology. For
instance, considering a document containing only “xy”, the
occurrence of x in the document is 1 + (1/q). In the docu-
ment “xyz”, the occurrence of x is 1 + (1/q(1 + 1/k)). As
it is possible to see, the number of occurrences of a leaf is
proportional to the number of children which all of its an-
cestors have. Explicit and implicit concepts are taken into
account by using the following formulas:

N(c) = occ(c) +
∑

c∈Path(c,...,>)

depth(c)∑
i=2

occ(ci)∏i
j=2 ||children(cj)|| ,

(1)
where N(c) is the number of occurrences, both explicit

and implicit, of concept c and occ(c) is the number of lexi-
calizations of c occurring in the document. The value N(c)
is the weight associated with the concept c.

Given the ontology base I = b1, . . . , bn, where the bis are
the base concepts, the quantity of information, info(bi), per-
taining to base concept bi in a document is:

info(bi) =
Ndoc(bi)

Nrep(bi)
, (2)

where Ndoc(bi) is the number of explicit and implicit oc-
currences of bi in the document, and Nrep(bi) is the total
number of its explicit and implicit occurrences in the whole
document repository. This way, every component of the rep-
resentation vector gives a value of the importance relation
between a document and the relevant base concept.

A concrete example can be explained starting from the
light ontology represented in Figures 1 and 2, and by con-
sidering a document D1 containing concepts “xxyyyz”.

In this case the ontology base is:

I = {a, b, c, d, x}

and, for each concept in the ontology, the vectors Ndoc

are:

Figure 2: Ontology representation for concept ’y’.

z = (0.25, 0.25, 0.25, 0.125, 0.125)
a = (1.0, 0.0, 0.0, 0.0, 0.0)
b = (0.0, 1.0, 0.0, 0.0, 0.0)
c = (0.0, 0.0, 1.0, 0.0, 0.0)
y = (0.0, 0.0, 0.0, 0.5, 0.5)
d = (0.0, 0.0, 0.0, 1.0, 0.0)
x = (0.0, 0.0, 0.0, 0.0, 1.0) ,

so the document vector associated to D1 is:

D1 = (2∗x̄)+(3∗ȳ)+z̄ = (0.25, 0.25, 0.25, 1.625, 3.625). (3)

In Section 5, a comparison between the proposed repre-
sentation and other two classic concept-based representation
is discussed.

5. REPRESENTATION COMPARISON
In Section 4 the approach used to represent information

was described. This section shows the improvements ob-
tained by applying the proposed approach and it illustrates
a comparison between the proposed approach and other two
approaches commonly used in conceptual document repre-
sentation. The expansion technique is generally used to en-
rich information content of queries. However, in the last
years some authors applied the expansion technique also to
represent documents [2]. Like in [13] [2], we propose an ap-
proach that uses WordNet to extract concepts from terms.

The two main improvements obtained by the application
of the ontology-based approach are illustrated below.

Information Redundancy.
Approaches that apply the expansion of documents and

queries, use correlated concepts to expand the original terms
of documents and queries. A problem with expansion is
that information is redundant and there is not a real im-
provement of the representation of the document (or query)
content. With the proposed representation this redundancy
is eliminated because only independent concepts are taken
into account to represent documents and queries. Another
positive aspect is that the size of the vector representing doc-
ument content by using concepts is generally lower than the
size of the vector representing document content by using
terms.

An example of technique that shows this drawback is pre-
sented in [13]. In this work the authors propose an indexing
technique that takes into account WordNet synsets instead
of terms. For each term in documents, the synsets asso-
ciated to that terms are extracted and then used as token
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for the indexing task. This way, the computational time
needed to perform a query is not increased, however, there is
a significant overlap of information because different synsets
might be semantically correlated. An example is given by
the terms “animal” and “pet”, these terms have two different
synsets, however, observing the WordNet lattice, the term
“pet” is linked with an“is-a” relation with the term“animal”.
Therefore, in a scenario in which a document contains both
terms, the same conceptual information is repeated. This is
clear because, even if the terms “animal” and “pet” are not
represented by using the same synset, they are semantically
correlated because “pet” is a sub-concept of “animal”. This
way, when a document contains both terms, the presence of
the term “animal”has to contribute to the importance of the
concept “pet” instead of to be represented with a different
token.

Computational Time.
When IR approaches are applied in a real-world environ-

ment, the computational time needed to evaluate the match
between documents and the submitted query has to be con-
sidered. It is known that systems using the vector space
model have higher efficiency. Conceptual-based approaches,
such as the one presented in [2], generally implement a non-
vectorial data structure which needs a higher computational
time with respect to a vector space model representation.
The approach proposed in this paper overcomes this issue
because the document content is represented by using a vec-
tor and therefore, the computational time needed to com-
pute document score is comparable to the computational
time needed by using the vector space model.

6. EXPERIMENTS
In this section, the impact of the ontology document and

query representation is evaluated. The evaluation method
follows the TREC protocol [17]. For each query the first
1000 retrieved documents have been considered and the pre-
cision of the system has been calculated at different points:
5, 10, 15, and 30 documents retrieved. Moreover, the preci-
sion/recall graph has been calculated

The experimental campaign has been performed by us-
ing the MuchMore collection that consists of 7823 abstracts
of medical papers and 25 queries with their relevance judg-
ments. One of the particular features of this collection is
that there are a lot of medical terms. This way, a term-based
representation is more advantaged with respect to semantic
representation, because specific terms present in documents
(for example “Arthroscopic”) are very discriminant. Indeed,
by using a semantic expansion some problems may occur
because, generally, the MRD and thesaurus used to expand
terms do not contain some domain-specific terms.

The precision/recall graph showed in Figure 3 illustrates
the comparison between the proposed approach (gray curve
with circle marks), the classical term-based representation
(black curve), and the synset representation method [13]
(light gray curve with square marks). As expected, for all
recall values, the proposed approach obtained better results
than the term-based representation. The best gain of the
concept-based representation is at recall levels 0.0, 0.2, and
0.4. While for recall values between 0.6 and 1.0, the concept-
based precision curve lies with the other two curves.

A possible explanation for this scenario is that for docu-
ments that are well related to a particular topic the adopted
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Figure 3: Precision/recall results.

ontology representation is able to improve the representation
of the documents contents. However, for documents that are
partially related to a topic or that contains many ambigu-
ous terms, the proposed approach is not able to maintain
an high precision of the results. At the end of this section
some improvements that may be responsible of this fact are
discussed.

In Table 1 the three different representations are compared
for the Precision@X and MAP values. The results show
that the proposed approach obtains better results for the all
precision levels and also for the MAP value.

Systems Precisions

P5 P10 P15 P30 MAP
Term-Based 0.544 0.480 0.405 0.273 0.449
Synset-Indexing [13] 0.648 0.484 0.403 0.309 0.459
Concept-Based 0.744 0.544 0.478 0.394 0.507

Table 1: Comparisons table between semantic ex-
pansion approaches.

An in-depth study of this first experiments campaign has
been performed, and we have noticed that for some queries
the concept-based representation obtained results that are
below our expectations. By inspecting the implemented
model, some issues have been noticed and are at now un-
der analysis:

- Absence of some terms in the ontology: some terms, in
particular terms related to specific domains (biomed-
ical, mechanical, business, etc.), are not defined in
the machine readable dictionary used to define the
concept-based version of the documents. This way
there is, in some cases, a loss of information that affects
the final retrieval result.

- Proper names have not been considered: proper names
of persons, geographical locations, industries, etc., are
not present in the concept-based index. Observing the
content of some documents and topics, proper names
turn out to be a discriminant feature in some cases.

- Verbs and adjective are not present as well in the ontology:
the concept representation of terms, described in Sec-
tion 4, does not take into account verbs and adjectives.
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This happens because verbs and adjectives are struc-
tured in a different way than nouns. The hyperonymy
and hyponymy relations (that make MRD comparable
with ontologies) are not defined for verbs and adjec-
tives, therefore another approach will be studied and
implemented to overcome this drawback.

- Term ambiguity: the concept-based representation has the
problem of introducing an error given by not using a
word sense disambiguation algorithm. Using such a
method, concepts associated to incorrect senses would
be discarded or weighted less. Therefore, the concept-
based representation of each word would be finer, with
the consequence of representing the information con-
tained in a document with more precision.

Improving the actual model with the above features, would
certainly yield significantly better results in the next experi-
ments campaign. This positive view is motivated by the fact
that, in spite of these issues, the preliminary goal of outper-
forming the precision of the term-based representation has
been accomplished.

7. CONCLUSION
In this paper we have discussed an approach to index doc-

uments and to represent queries for information retrieval
purposes which exploits a conceptual representation based
on ontologies.

Experiments have been performed on the MuchMore Col-
lection to validate the approach with respect to problems
like term-synonymity in documents.

Preliminary experimental results show that the proposed
representation improves the ranking of the documents. In-
vestigation on results highlights that further improvement
could be obtained by integrating WSD techniques like the
one discussed in [1] to avoid the error introduced by con-
sidering incorrect word senses, and with a better usage and
interpretation of WordNet to overcome the loss of informa-
tion caused by the absence of proper nouns, verbs, and ad-
jectives.
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C. Soulé-Dupuy. Mercure at trec7. In TREC, pages
355–360, 1998.

[5] D. Cai, C. van Rijsbergen, and J. Jose. Automatic
query expansion based on divergence. In CIKM, pages
419–426. ACM, 2001.

[6] S. Calegari and E. Sanchez. A fuzzy
ontology-approach to improve semantic information

retrieval. In F. Bobillo, P. da Costa, C. d’Amato,
N. Fanizzi, F. Fung, T. Lukasiewicz, T. Martin,
M. Nickles, Y. Peng, M. Pool, P. Smrz, and P. Vojtás,
editors, URSW, volume 327 of CEUR Workshop
Proceedings. CEUR-WS.org, 2007.

[7] P. Castells, M. Fernández, and D. Vallet. An
adaptation of the vector-space model for
ontology-based information retrieval. IEEE Trans.
Knowl. Data Eng., 19(2):261–272, 2007.

[8] S. Cronen-Townsend, Y. Zhou, and W. Croft. A
framework for selective query expansion. In
D. Grossman, L. Gravano, C. Zhai, O. Herzog, and
D. Evans, editors, CIKM, pages 236–237. ACM, 2004.

[9] C. da Costa Pereira and A. G. B. Tettamanzi. Soft
computing in ontologies and semantic Web, chapter
An ontology-based method for user model acquisition,
pages 211–227. Studies in fuzziness and soft
computing. Ed. Zongmin Ma, Springer, Berlin, 2006.

[10] M. Dı́az-Galiano, M. G. Cumbreras,
M. Mart́ın-Valdivia, A. M. Ráez, and L. Ureña-López.
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ABSTRACT
Defining ontologies within the multimedia domain still remains a
challenging task, due to the complexity of multimedia data and the
related associated knowledge. In this paper, we propose: i) a novel
multimedia ontology model that combine both low level descrip-
tors and high level semantic concepts; ii) an automatic construction
of ontologies using the Flickrweb services, that provide images,
tags, keywords and sometimes useful annotation describing both
the content of an image and personal interesting information. Even-
tually, we describe an example of automatic ontology construction
in a specific domain.

1. INTRODUCTION
Nowadays, a lot of repositories containing both multimedia and

the related annotations or metadata are publicly available on the
web. Such kind of information may be used for an automatically
generation of multimedia knowledge, particularly suitable for a va-
riety of applications, such as information retrieval, browsing, data
mining and so on.

It is well known in the literature that despite the tons of papers
produced about multimedia databases and knowledge representa-
tions, there is not yet an accepted solution to the problem of how
to represent, organize and manage multimedia data and the related
semantics by means of a formal framework.
Usually, a multimedia database is described by means of “flat”
metadata, the most of the times using a predefined set of metadata
(as in mpeg standard), or sometimes using small annotation in nat-
ural languages: such kind of structures are substantially inadequate
to support complete retrieval by content of image documents.

It is the authors’ opinion that there is still a great work to do with
respect to the intensional aspects of a multimedia ontology:

• what a multimedia ontology is: is it a taxonomy, or a seman-
tic network of metadata (tags, annotations)?

• does a multimedia ontology support concrete data: what is
the role of rough data – image, video, audio data– if any?

• what a multimedia semantic is: how to define and capture the
semantics of multimedia data?

• how to build extensional ontologies: once defined a suitable
formal framework, can we automatically build the defined
multimedia ontologies?

Appears in the Proceedings of the 1st Italian Information Retrieval
Workshop (IIR’10), January 27–28, 2010, Padova, Italy.
http://ims.dei.unipd.it/websites/iir10/
index.html
Copyright owned by the authors.

Throughout the rest of paper, we will try to give an answer to
all the previous cited aspects; in particular the original contribution
of this work is: (i) to propose a novel multimedia ontology frame-
work, in particular related to the image domain; (ii) to propose a
technique for building ontologies, that operates on large corpora of
human annotated repositories, namely the Flickr [7] database, con-
sidering both low level image processing strategies and keywords
and annotations produced by humans when they store the produced
data.

We provide an algorithm for creating image ontology in a spe-
cific domain gathering together all this different information. We
then provide an example of automatic construction of image ontol-
ogy and a discussion of the encountered problems and the provided
solutions. We concluded that the framework is promising and suf-
ficiently scalable to different domains.

The remaind of paper is organized as follows. Section 2 out-
lines the related work related to the multimedia ontology topic. In
Section 3 the process for building an Image Ontology is described.
Section 4 details the system architecture with some implementation
issues and a case study for our process is shown in Section 5. In
Section 6 some discussions and conclusions are reported.

2. RELATED WORKS
In the last few years, several papers have been presented about

multimedia systems based on knowledge models, image ontolo-
gies, fuzzy extension of ontology theories.

In almost all the works, multimedia ontologies are effectively
used to perform semantic annotation of the media content by man-
ually associating the terms of the ontology with the individual ele-
ments of the image or video domains [12], thus demonstrating that
the use of ontologies can enhance classification precision and im-
age retrieval performance.

Instead of creating a new ontology from the scratch, other ap-
proaches [3] extend WordNet to image specific concepts, using an
annotated image corpus as an intermediate step to compute similar-
ity between example images and images in the image collection.

For solving the uncertain reasoning problems, the theory of fuzzy
ontologies is presented in several works, as an extension of ontolo-
gies with crisp concepts as in the paper [6], that presents a complete
fuzzy framework for ontologies. While in [8], the authors introduce
a description logic framework for the interpretation of image con-
tents.

Multimedia semantic papers based on MPEG-7 [9] are very in-
teresting. The MPEG-7 framework consists of Descriptors (Ds)
and Descriptor Schemes (DSs) that represent features for multime-
dia, and more complex structures grouping Ds and DSs, respec-
tively.
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In particular, the MPEG-7 standard includes tags that describe
visual features (e.g. color), audio features (e.g. timbre), structure
(e.g. moving regions and video segments), semantic (e.g. object
and events), management (e.g. creator and format), collection or-
ganization (e.g. collections and models), summaries (e.g. hierar-
chies of key frames) and, even, user preferences (e.g. for search)
of multimedia. In this way the standard includes descriptions of
low-level media-specific features that can often be automatically
extracted from the different media types.

Unfortunately, MPEG-7 is not currently suitable for describing
top-level multimedia features, because: i) its XML Schema-based
nature prevents the effective manipulation of descriptions and its
use of URNs is cumbersome for the web; ii) it is not open to the
web standards for representing knowledge.

Other efforts have been also done in order to translate the se-
mantic of the standard in some knowledge representation languages
[11]. All these methods perform a one to one translation of MPEG-
7 types into OWL concepts and properties.

Finally, a very interesting work reported in [1] has been proposed
in order to define a multimedia ontology. The authors try to define
a novel multimedia ontology that takes into account the semantic of
MPEG-7 standard. They started using some patterns derived from
the foundational ontology DOLCE [10]. In particular they used two
design patterns Descriptions & Situations (D & S) and Ontology of
Information Objects (OIO). The obtained ontology already covers
a very large part of the standard, while their modeling approach
has the aim to offer even more possibilities for multimedia annota-
tion than MPEG-7 since it is truly interoperable with existing web
ontologies. This approach fits interoperability purposes, but some
constraints on the image semantics are introduced.

3. BUILDING AN IMAGE ONTOLOGY

3.1 An Image Ontology Model
An ontology is usually referred as an “explicit specification of

a conceptualization” which is, in turn, “the objects, concepts, and
other entities that are presumed to exist in some area of interest and
the relationships that hold among them”.

Stressing its conceptual nature, an ontology may be considered
as a theory used to represent relevant notion about domain model-
ing, a “domain” being classified in terms of concepts, relationships
and constraint on them.

Let us consider the image domain: as usual in a given media, we
detect symbols, objects and concepts; in a certain image we have a
region of pixels (symbol) related to a portion of multimedia data;
this region is an instance (object) of the certain concept.

In other words, we can detect concepts but we are not able to dis-
ambiguate among the instances without some specific knowledge.

A simplified version of the described vision process will consider
only two main levels: Low and High. In fact, the knowledge asso-
ciated to an image can be easily described at two different levels of
analysis:

• Low level - the low-level descriptions of raw images;

• High level - general or domain-specific image content con-
cepts that can be derivable or less from low-level ones.

It’s the author’s opinion that an image ontology has to take into
account these specific characteristics, as captured by the following
definition:

DEFINITION 1 (IMAGE ONTOLOGY). An Image Ontology is
a directed and labeled graph (V, E , ρ), where:

Figure 1: Image Ontology Building Process

1. V is a finite set of nodes that can be of different kinds:

• low-level nodes (Vl), corresponding to an image with
the related properties:

– content (e.g. texture, shape, color, objects, etc...)
or more enhanced features;

– metadata (e.g. author, title, description, tags, etc...);

• high-level nodes (Vh), corresponding to general con-
cepts domain-specific concepts, or image content con-
cepts (that could be associated to low-level nodes);

2. E is a subset of (V × V);

3. ρ is a function that associates to each couple of nodes a label
indicating the kind of relationship between the two nodes ρs,
and its reliability degree ρr ∈ [0, 1]: ρ : E → 〈ρs, ρr〉.

Depending on the type of relationship in our model, we distin-
guish among:

• similarity relationship: relates between two low-level nodes
(images) in function of their similarity degree, exploiting
classical algorithms of image matching based on low-level
features (e.g. color, texture, shape, etc...);

• representativeness relationship: relates between high-level
and low-level nodes, containing those content features that
better represents the associated concept, by means of cluster-
ing or classification algorithms that determine the probability
that an image is a valid representative of the concept;

• semantic relationship: relates between two high-level nodes
(example are those relationships such hypernym/hyponim,
holonym/meronym, synonym, retrievable on lexical databases).

3.2 The Image Ontology building
The purpose of the image ontology building process (figure 1) is

to perform the construction of the graph representing image ontol-
ogy by a super-visioned approach.

The process is made of:

1. a definition of an initial taxonomy containing few high level
nodes (related to the main concepts of a specific domain),
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2. an extraction of useful information (images and annotations
related to the taxonomy concepts) from several annotated
web repositories,

3. a content-based analysis on the row-data and a semantic pro-
cessing on the related textual annotations,

4. the ontology construction.

3.2.1 Taxonomy definition
Our image ontology building process is domain-oriented. Thus,

during this step, it is necessary to define an initial taxonomy con-
taining relevant concepts hierarchy of the considered domain that
is represented by a subset of high level nodes.

3.2.2 Information extraction
The main objective of this task is to fetch images and the related

textual annotations from web repositories, corresponding to the leaf
high-level nodes of the image ontology, and to extract some useful
low and high level information. Apposite communication API or
web-services are exploited to obtain requested information.

In this paper we used Flickr as web image repository.

3.2.3 Content-Based analysis
The goal of such a task is to obtain a low-level description of im-

ages in terms of content features, using classical Computer Vision
techniques.

We decided to use the salient points technique - based on the An-
imate Vision paradigm [2] - that exploits color, texture and shape
information associated with those regions of the image that are rel-
evant to human attention (Focus of Attention), in order to obtain a
compact characterization (namely Information Path) that could be
also used to evaluate the similarity between images, and for index-
ing issues.
An information path IP=〈Fs(ps; τs),hb(Fs),ΣFs〉 can be seen as
a particular data structure that contains, for each region F (ps; τs)
surrounding a given salient point (where ps is the center of the re-
gion and τs is the the observation time spent by a human to detect
the point), the color features in terms of HSV histogram hb(Fs),
and the texture and shape features in terms of wavelet covariance
signatures ΣFs (see [2] for more details).
Eventually, apposite super-visioned classification algorithms are
exploited to determine content features [2].

3.2.4 Semantic processing
In this task the main objective is to discover textual labels that

better reflect image semantic using NLP techniques and topic de-
tection algorithms on the textual annotations coming from the con-
sidered image repositories. For what Flickr concerns, images usu-
ally have three main attached information: i) a title, ii) a content
description and iii) a set of keywords, namely tags.

Titles in the majority of the cases contain text that summarizes
the content of the images, while in other cases consist of automat-
ically generated text that is not useful in the indexing process. De-
scriptions are very short and usually are not posted for retrieval
purposes: they typically contain sentences concerning context of
the picture, or user opinion. Finally, Tags are simple keywords
users are asked (actually they may not insert any tag) to submit,
that should describe the context of the image (e.g. among tags for a
picture of an “elephant in an African landscape”, you will probably
see the words ‘elephant’, ‘Africa’ and ‘landscape’).

The simple use of tags does not improve the efficiency of in-
dexing and searching contents. The absence of restrictions to the

vocabulary from which tags are chosen can easily lead to the pres-
ence of synonyms (multiple tags for the same concept), homonyms
(same tag used with different meaning), and polysemies (same tag
with multiple related meanings). Also inaccurate or irrelevant tags
result from the so called ‘meta-noise’, e.g. lack of stemming (nor-
malization of word inflections), and from heterogeneity of users
and contexts: hence an effective use of the tags requires these to be
stemmed, disambiguated, and opportunely selected.

To these purposes, information coming from tags could be use-
fully analyzed in combination with titles and descriptions by suit-
able NLP technique that overcome the linguistic and semantic het-
erogeneity of such information, in order to extract a set of relevant
keywords which more effectively represent image content.

In particular, the semantic processing, which is applied to the
textual data attached to a given image can be decomposed into a set
of sequential sub-tasks [13]: meta-noise and named entity filtering,
linguistic normalization, part of speech tagging, tokenization, word
sense disambiguation and topic extraction. Thus, the result of the
semantic processing task is a set of labels (topics) with an associ-
ated confidence value - that represents the relative importance of
the label (with respect to the other ones in the annotations) -, from
the set of tags, title an descriptions.

3.2.5 Ontology building
As previously discussed, the obtained knowledge in terms of im-

ages, low-level characteristics and labels is then merged and trans-
lated in the shape of a graph representing image ontology.

In particular, in a first step, all images whose relevant labels are
associated with a high confidence value to the high-level nodes,
corresponding to the taxonomy leaves, will be represented by ap-
posite low-level nodes; in addition, couple of image nodes, whose
similarity (computed by means of the Information Path Matching
algorithm [2]) is greater than a threshold will be linked by an edge
having as reliability degree the related similarity measure.
In the successive step, previous images are clustered by used a Bal-
anced Expectation Maximazation algorithm [2] applied in the fea-
ture spaces defined by the Information Path descriptors, in order
to determine for the high-level nodes the set of images that better
could represent the related concepts. Apposite edges (represen-
tative relationships) link such nodes with representatives of each
cluster.
Eventually, by means of a Learning Tag Relevance algorithm [4],
topics that are more relevant with respect to the content of images
belonging to the same cluster (winner topics) are promoted to be
image ontology high-level nodes. In particular, the tag relevance σ
of a generic tag τ of the most significant image (centroid) of cluster
C is computed by the following formula:

σ(τ, C) =
m∑

i=1

|idf (τ) · tf (τ.i) · (a + 1)

tf (τ) + a · (1− b + b · Ui

U
)
| (1)

where: tf (τ, i) is the term frequency of topic τ with respect to the
topics of all images belonging to C, Ui, U are the number of topics
of i − th image of C and the average number of tags related to
all images belonging to C respectively, idf (τ) is the inverse docu-
ment frequency of τ in C. The winner topics, whose relevance is
greater than a threshold, are finally inserted as high-level nodes in
the ontology and linked, from one hand to the image node that cor-
responds to the cluster centroid and, from the other one, to those
nodes which semantic distance (i.e. Wu/Palmer) is the minimum
with respect to the current topic. If it is possible, the new ontology
edge is labeled with the type of semantic relationship (e.g. hyper-
nym/hyponim, holonym/meronym, etc...).
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Figure 2: System Architecture

Thus, image ontology can be generated in an incremental way
and in correspondence of pick-up operations from the Flickr repos-
itory.

4. THE SYSTEM ARCHITECTURE
The system architecture that supports the image ontology build-

ing process is shown in figure 2. User generates by an apposite
graphical interface an OWL file coding the initial taxonomy con-
taining relevant concepts of the considered domain. Such a file is
then the input of the Information Fetching module that downloads
images and the related annotations from the Multimedia Reposi-
tory, using as search keywords the concepts related to leaf nodes of
the taxonomy and some filters on users.

A Storage Engine module receives such information and stores
image annotations (title, description, author, tags, labels, etc...) in
a dedicated RDF Database and raw data together low-level charac-
teristics in a Image Database. Each image is then identified in these
databases by an URI (Uniform Resource Identifier).

Finally, the Information Extraction and Information Processor
analyze both high level information stored into the RDF database
and low level information contained into the Image database, in
order to generate/update, by means of Ontology Manager and of
Clustering Manager, and in according to the described process, a
graph which represents final multimedia ontology.

For what implementation issues concerns, we notice that: (i)
the initial taxonomy is generated by a JAVA desktop application
that uses Protégé API; (ii) Flickr has been chosen as the multi-
media repository; (iii) the Information Fetching module has been
implemented as a JAVA application that exploits Flickr API; (iv)
the RDF and Image Database have been realized by Sesame and
PostegreSQL DBMS, respectively; (v) the Information Fetcing and
Indexing packages have been implemented by apposite JAVA pack-
ages.

5. A CASE STUDY
This section describes a case study for our image ontology build-

ing process. In particular, we have built an ontology pertinent to
Capri, a wonderful Italian island of the Sorrentine Peninsula, on
the south side of the Gulf of Naples. A set of experts of natu-
ral and cultural attractions of Capri provided as initial taxonomy a
graph reported containing the most relevant concepts in terms of

high level nodes for the considered domain.
We used Flickr [7] as multimedia repository of annotated images.

Flickr is one of the most popular web-based tagging system, that
allows human participants to annotate a particular resource, such
as web pages, blogs, images, with a freely chosen set of keywords,
or tags, together with a short description of the content.

This kind of system has been recently termed folksonomy [5], i.e.
a folk taxonomy of important and emerging concepts within user
groups. The dynamic nature of these repositories assures the rich-
ness of the annotation; in addition, they are quite accurate, because
they are produced by humans that want to share their images and
the experience they have had, using tags and an annotation process.

The Flickr repository has been queried using as search keywords
the logical AND between concepts reported in the leaf nodes of the
taxonomy and the one corresponding to the root node and exploting
some filters on user ids, in order to retrieve images really belong-
ing to the domain. Each retrieved image undergoes a content-based
analysis to determine the low-level description – i.e. the IP (In-
formation Path) and content features. Moreover, in a first step we
estimated similarity existing between each couple of different im-
ages by comparing their IP s by means of the image path matching
algorithm [2].

All images belonging to the same concept are then clustered
into different groups, which contain images that are more similar
among themselves. We used as clustering procedure the BEM al-
gorithm [2], that is recursively invoked to dynamically determine
more fitting clusters without knowing a-priori the number of clus-
ters themselves (that is usually proportional to number of images
related to the current concept). Then we selected for each cluster
the representative image as the closest one to all the other images
of the cluster, and a suitable representation probability is associated
to each representative image on the base of minimum and average
distances.

The process is iterated for each taxonomy leaf concept and the
ontology is incrementally built: images belonging to different top-
ics could be linked on the base of their similarity values allowing
to merge the multimedia knowledge in a unique graph. Thus, the
more relevant tags are propagated in the ontology and linked to the
other nodes.

We report in figure 3 a step by step complete example of the
generation of Capri ontology.

6. CONCLUSION
In this paper we have addressed the problem of building a multi-

media ontology in an automatic way using annotated image repos-
itories. Our work differs from the previous papers presented in the
literature for different reasons. First, we propose a notion of mul-
timedia ontology, described by means of a graph and particularly
suitable for managing the different levels of semantics of images.
In addition, we obtain a dynamic generation of image ontologies
using tags and annotations already produced by users in their so-
cial web networks.

Further works will be devoted to produce experimental results to
evaluate the effectiveness of the produced ontologies with respect
to other approaches by means of different criteria: class match mea-
sure, density measure, semantic similarity measure, betweenness
measure.
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Figure 3: Bulding of the Capri Ontology
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ABSTRACT
This paper describes OTTHO (On the Tip of my THOught),
a system designed for solving a language game, called Guillo-
tine. The rule of the game is simple: the player observes five
words, generally unrelated to each other, and in one minute
she has to provide a sixth word, semantically connected
to the others. The system performs retrieval from several
knowledge sources, such as a dictionary, a set of proverbs,
and Wikipedia to realize a knowledge infusion process. The
main motivation for designing an artificial player for Guil-
lotine is the challenge of providing the machine with the
cultural and linguistic background knowledge which makes
it similar to a human being, with the ability of interpreting
natural language documents and reasoning on their content.
Our feeling is that the approach presented in this work has a
great potential for other more practical applications besides
solving a language game.

1. BACKGROUND AND MOTIVATION
Words are popular features of many games, and they play

a central role in many language games. A language game
is defined as a game involving natural language in which
word meanings play an important role. Language games
draw their challenge and excitement from the richness and
ambiguity of natural language. In this paper we present a
system that tries to play the Guillotine game. The Guillo-
tine is a language game played in a show on RAI, the Italian
National Broadcasting Service, in which a player is given a
set of five words (clues), each linked in some way to a spe-
cific word that represents the unique solution of the game.

∗The full version appears in [3]
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She receives one word at a time, and must choose between
two different proposed words: one is correct, the other one
is wrong. Each time she chooses the wrong word, the prize
money is divided by half (the reason for the name Guillo-
tine). The five words are generally unrelated to each other,
but each of them is strongly related to the word representing
the solution. Once the five clues are given, the player has one
minute to provide the solution. An example of the game fol-
lows: Given the five words Capital, Pope, City, Colosseum,
YellowAndRed, the solution is Rome, because Rome is Cap-
ital of Italy, the Pope lives in Rome, Rome is a City, the
Colosseum is in Rome and YellowAndRed is an alternative
name for one of the Rome football teams. Often the solution
is not so intuitive and the player needs different knowledge
sources to reason and find the correct word.

OTTHO (On the Tip of my THOught) tries to solve the
final stage of the Guillotine game. We assume that the five
words are provided at the same time, neglecting the initial
phase of choosing the words, that only concerns the reduc-
tion of the initial prize.

2. OTTHO
Guillotine is a cultural and linguistic game, and for this

reason we need to define an extended knowledge base for
representing the cultural and linguistic background knowl-
edge of the player. Next, we have to realize a reasoning
mechanism able to retrieve the most appropriate pieces of
knowledge necessary to solve the game.

2.1 The Knowledge Sources
After a deep analysis of the correlation between the clues

and the solution, we chose to include the following knowl-
edge sources, ranked according to the frequency with which
they were helpful in finding the solution of the game:
1) Dictionary: the word representing the solution is con-
tained in the description of a lemma or in some example
phrases using that lemma;
2) Encyclopedia: as for the dictionary, the description of

*
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an article contains the solution, but in this case it is neces-
sary to process a more detailed description of information;
3) Proverbs and aphorisms: short pieces of text in which
the solution is found very close to the clues.

These sources need to be organized and processed in or-
der to model relationships between words. The modeling
process must face the problem of the different characteris-
tics of the several knowledge sources, resulting in a set of
different heuristics for building the whole model on which
to apply the reasoning mechanism. Since we are interested
in finding relationships existing between words, we decided
to model each knowledge source using the set of correlations
existing between terms occurring in that specific source (a
proverb, a definition in a dictionary, etc). Indeed, we used
a term-term matrix containing terms occurring in the mod-
eled knowledge source in which each cell contains the weight
representing the degree of correlation between the term on
the row and the one on the column. The computation of
weights is different for each type of knowledge source.

For the dictionary, we used the on-line De Mauro Par-
avia Italian dictionary1, containing 160,000 lemmas. We
obtained a lemma-term matrix containing weights repre-
senting the relationship between a lemma and terms used
to describe it. Because of the general lemma-definition or-
ganization of entries in the dictionary, we can fairly claim
that the model is language-independent. Each Web page de-
scribing a lemma has been preprocessed in order to extract
the most relevant information useful for computing weights
in the matrix. The text of each Web page is processed in
order to skip the HTML tags, even if the formatting infor-
mation is preserved in order to give higher weights to terms
formatted using bold or italic font. Stopwords are elimi-
nated and abbreviations used in the definition of the lemma
are expanded. Weights in the matrix are computed using a
classical strategy based on a tf-idf scheme, and normalized
with respect to the length of the definition in which the term
occurs and the length of the entire dictionary. A detailed
description of the heuristics for modeling the dictionary is
reported in [5].

As for the dictionary, a tf-idf strategy has been used for
defining the weights in the term-term matrix modeling the
knowledge source of proverbs, a collection of 1, 600 proverbs
gathered from the web2.

The process of modeling Wikipedia is different from the
one adopted for proverbs and dictionary, due to the huge
amount of information to be processed. We adopted a more
scalable approach for processing Wikipedia entries, by us-
ing models for representing concepts through vectors in a
high dimensional space, such as the Semantic Vectors or
WordSpace models [4]. The core idea behind semantic vec-
tors is that words and concepts are represented by points
in a mathematical space, and this representation is learned
from text in such a way that concepts with similar or related
meanings are near to one another in that space (geometric
metaphor of meaning). The basis of semantic vectors model
is the theory of meaning called distributional hypothesis, ac-
cording to which the meaning of a word is determined by
the rules of its use in the context of ordinary and concrete
language behavior. This means that words are semantically

1http://old.demauroparavia.it/
2http://web.tiscali.it/proverbiitaliani and
http://giavelli.interfree.it/proverbi_ita.html

similar to the extent that they share contexts (surrounding
words). If ‘beer’ and ‘wine’ frequently occur in the same
context, say after ‘drink’, the hypothesis states that they
are semantically related or similar.

2.2 The Reasoning Mechanism
We adopt a spreading activation model [1], which has been

used in other areas of Computer Science such as Informa-
tion Retrieval [2] as reasoning mechanism for OTTHO. The
pure spreading activation model consists of a network data
structure of nodes interconnected by links, that may be la-
beled and/or weighted and usually have directions. In the
network for “The Guillotine” game, nodes represent words,
while links denote associations between words obtained from
the knowledge sources. Spreading in the network is triggered
by clues. The activation of clues causes words with related
meanings (as modeled in the knowledge sources) to become
active. At the end of the weight propagation process, the
most “active” words represent good candidates to be the so-
lution of the game.

3. BEYOND THE GAME
The system could be used for implementing an alternative

paradigm for associative retrieval on collections of text doc-
uments [2], in which an initial indexing phase of documents
can spread further “hidden” terms for retrieving other re-
lated documents. The identification of hidden terms might
rely on the integration of specific pieces of knowledge rel-
evant for the domain of interest. This might represent a
valuable strategy for several domains, such as search engine
advertising, in which customers’ search terms (and interests)
need to be matched with those of advertisers. Spreading
activation can be also effectively combined with document
retrieval for semantic desktop search.
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ABSTRACT
In this work we propose a comparative study of the effects
of a continuous model update on the effectiveness of well-
known query recommendation algorithms. In their original
formulation, these algorithms use static (i.e. pre-computed)
models to generate recommendations. We extend these al-
gorithms to generate suggestions using: a static model (no
updates), a model updated periodically, and a model contin-
uously updating (i.e. each time a query is submitted). We
assess the results by previously proposed evaluation metrics
and we show that the use of periodical and continuous up-
dates of the model used for recommending queries provides
better recommendations.

1. INTRODUCTION
The ocean of data on the web is continuously growing in

size. Due to this reason web search engines are one of to-
day’s most used online applications to find what users need.
According to Nielsen Online in October 2008 Google and
Yahoo! answered more than 6 billions user searches in the
US. In the latest years, web search engines have started to
provide users with query recommendations to help them in
refining queries and to quickly satisfy their needs. Query rec-
ommendation techniques are based on the knowledge about
the behavior of past users of the search engine recorded in
query logs. Basically, the behavior of many individuals is
smarter than the behavior of few intelligent people.

We propose a new class of query recommender algorithms
that we name “incremental” query recommender systems.
These kind of systems update the model on which recom-
mendations are drawn without the need for rebuilding it
from scratch. That is, at regular intervals the recommender
system updates the model on which suggestions are com-
puted. In particular, we study a class of incremental recom-
menders where the model is updated for each received query.
We study the effect on the performance (in terms of quality)
of query recommender systems when varying the update in-
terval. To do so, we propose an automatic evaluation mech-
anism to assess the effectiveness of query recommendation
algorithms.

In this paper we aim at showing a novel class of query

Appears in the Proceedings of the 1st Italian Information Retrieval
Workshop (IIR’10), January 27–28, 2010, Padova, Italy.
http://ims.dei.unipd.it/websites/iir10/index.html

Copyright owned by the authors.

recommendation algorithms whose models are periodically
updated as queries are submitted by users, and a compari-
son of four different query recommenders using new metrics.
Due to space constraints we present a shortened version of
our ongoing work.

2. STATIC MODELS
To validate our hypothesis about the effects of continuous

model updates on query recommender systems, we consider
two well-known query recommendation algorithms and we
define two new algorithms in order to continuously update
the model on which recommendations are computed. The
first one uses association rules for generating recommenda-
tions [3] (henceforth AssociationRules) while the second one
uses click-though data [1] (henceforth CoverGraph). Here-
inafter, we will refer to the original formulation of the two
algorithms as “static”, as opposed to the incremental version
which will be called “incremental”.

AssociationRules. Fonseca et al. uses association rules
as a basis for generating recommendations [3]. The algo-
rithm is based on two main phases. The first one uses query
log analysis for session extraction, and the second one basi-
cally extracts association rules and identifies related queries.
Each session is identified by all queries sent by an user in a
specific time interval (t = 10 minutes). The problem of min-
ing associations is to generate all the rules having a support
greater than a specified minimum threshold (minsup). The
rationale is that if distinct queries occurs simultaneously in
many user sessions then those queries are considered to be
related. Suggestions for a query q are simply computed by
accessing the list of rules and by suggesting the q′’s corre-
sponding to rules with the higher support values.

CoverGraph. Baeza-Yates et al. use click-through data
as a way to provide recommendations [1]. The method is
based on the concept of cover graph. A cover graph is a
bipartite graph of queries and URLs, where a query and an
URL are connected if a user clicked in a URL that was an
answer for a query. To catch the relations between queries,
a graph is built out of a vectorial representation for queries.
Each component of the vector is weighted according to the
number of times the corresponding URL has been clicked
on when returned for that query. Queries are then arranged
as a graph with two queries being connected by an edge if
and only if the two queries share a non-zero entry, that is
if for two different queries the same URL received at least
one click. Furthermore, edges are weighted according to the
cosine similarity of the queries they connect. Suggestions for
a query q are simply obtained by accessing the corresponding
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node in the cover graph and extracting the queries at the end
of the top scoring edges.

3. PERIODICALLY UPDATING MODELS
We argue that the use of “incremental” algorithms for

query recommendation can provide better results from two
main points of view: i) models age slowly (or do not age at
all), and ii) they provide better recommendations for bursty
topics [4]. However the trade offs are: the frequency of up-
date (i.e. update frequency has to be tuned in order to
maintain an high effectiveness of recommendations), and
the computational cost for updating the model (the more
frequently are the updates, the less responsive the recom-
mender system). For these reasons to design a good incre-
mental recommender algorithm is challenging.

We design two new recommender algorithms in order to
allow the update of the models at regular time intervals.
The two algorithms differ from the static versions by the way
they manage and use data to build the model. To achieve
the main challenges both the two algorithms implement LRU
structures and use HashMaps to retrieve queries and links
during the update phase. Doing so, a flexible, small and
easy to maintain model is obtained.

4. EXPERIMENT
Assessing the effectiveness of recommender systems is a

though problem. The evaluation can be made through user-
studies and through automatic mechanisms.

We validate our proposals by means of an automatic eval-
uation methodology consisting in using previously proposed
metrics. Due to space constraints, we show in the following
experiments results with the QueryOverlap metric.

Let S = {q1, . . . , qn} be a user session of length n. Let
S1 = {q1, . . . , qbn

2 c} be the set of queries in the first half of

the session. For each qj ∈ S1, let S2 = {qj+1, . . . , qn} be the
n − j most recently submitted queries in the session, and
let Rj = {r1, . . . , rm} be the set of query recommendations
returned for the query. We define QueryOverlap as:

QueryOverlap(qj) =
1

K

∑
ri∈Rj
sk∈S2

[ri = sk]f(k)

where [ri = sk] is 1 iff the i-th element of R is equal to the
k-th element of S2, and 0 otherwise. f(k) is a weighting
function allowing us to differentiate the importance of each
recommendation depending on the position it occupies in the
second part of the session and K is a normalization factor.

The most important experiments we have conducted is
to measure the benefits of continuously updating models in
query recommender systems. This test is conducted gen-
erating recommendations and assessing the effectiveness of
query suggestions on different time slots. Here, we briefly
discuss only results for the AssociationRules algorithm.

From the plots in Figure 1 it is evident that the effec-
tiveness of the recommendations provided by both offline
and online models becomes constant from a certain period
of time. However the incremental versions (both quantized
and continuously updating) produce sensitively better rec-
ommendations. This is due to the inclusion in the model
of new and “fresher” data. Furthermore, except for an ini-
tial phase where the model is warming up, the number of
useful suggestions of the continuously updating versions of
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Figure 1: Comparing AssociationRules in two differ-
ent implementations: static, and incremental (with
periodical or continuous updates.

the algorithms is greater than the others throughout the
entire observed period. The static and incrementally updat-
ing versions, indeed, produces more significant recommen-
dations only in the very first intervals of the timeline. This
is, obviously, due to both the“freshness”of the static models
in the starting phases and to the cold-start problem in the
continuously updating algorithms.

As a consequence of that, we prove that the aging effect
on the models [2] affects the quality of the recommenda-
tions. “Incremental” algorithms provides a solution to this
phenomenon.

5. CONCLUSIONS
In this work we propose a new class of query recommender

algorithms that we name “incremental” query recommender
systems. These kind of systems update the model on which
recommendations are drawn, incrementally. In addition, we
propose an automatic evaluation mechanism to assess the
effectiveness of query recommendation algorithms.

Results show that continuously updating versions of the
algorithms generate an higher number of useful suggestions
with respect to the others throughout the entire observed pe-
riod. This is a consequence of the aging effect on the models
responsible for affecting the quality of the recommendations
provided.
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ABSTRACT
Nowadays data is disseminated in a number of different sources,
from databases systems to the Web, from a traditional structured
organization (relational) to a semi-structured (XML), up to the un-
structured ones (text in Web documents). Although availability of
data is constantly increasing, one principal difficulty users have to
face is to find and retrieve the information they are looking for. To
this aim keywords search based systems are increasingly capturing
the attention of researchers. In this paper, we present Yaanii1, a
tool for the effective Keyword Search over semantic datasets. It
is based on a novel keyword search paradigm for graph-structured
data, focusing in particular on the RDF data model. While many
techniques search the best answer trees, we propose an effective
algorithm for the exploration and computation of all matching sub-
graphs. We provide a clustering technique that identifies and groups
graph substructures based on template match. A scoring function,
IR inspired, evaluates the relevance of the substructures and the
clusters. A strong point of our approach is that the ranking sup-
ports the generation of Top-k solutions during its execution.

1. INTRODUCTION
Keyword-based search approaches have the huge benefit that users

can ignore both the language and the structure of the data they are
going to query. A keyword based search engine returns a list of
candidate pages, documents or set of data that match keywords pro-
vided in input. Then a user has to dedicate time and efforts navi-
gating each result returned from the engine in order to discover the
desired information, i.e. the answer he is looking for. Therefore, at-
tention around searching and query processing of graph-structured
data continue to increase as the Web, XML documents and even re-
lational database can be represented as a graph. Current approaches
rely on a combination of IR and tree/graph exploration techniques
whose goal is to rank results according to a relevance criterion.
Keyword search on tree-structured data counts a good number of
approaches already [4, 5]. Actual efforts [3, 6] focus on RDF data
querying, given the great momentum of Semantic Web in which
Web pages carry information that can be read and understood by
machines in a systematic way. Simplifying, a generic approach first
identifies the parts of the data structure containing the keywords of
1Yaanii, literally “path” in Sanskrit.
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interest, possibly by using an indexing system or a database engine,
then explores the data structure in order to discover a connection
between such identified parts. The common exploration paradigm
is similar to the triple of RDF, that is 〈subject, property, object〉.
Candidate solutions, built out of found connections, are then all
generated and finally ranked through a scoring function. To return
the top-k best solutions, pruning techniques reducing the list of can-
didate solutions down to those whose score is above a threshold are
implemented. In this framework to achieve efficiency above all,
current algorithms compute the best answers only in an approxi-
mate way. This is because they use an exploration paradigm that
is inefficient and the scoring function takes place only when solu-
tions were generated all together. Moreover pruning techniques can
have a sensible impact in both the quality of the solutions, as low
scoring results are not shown or even computed, as well as on effi-
ciency, as an early pruning reduces the space of candidate solutions
to investigate.
In [2] we proposed a novel approach to keyword search in the

graph-structure data in a RDF representation. The main contribu-
tions of our approach are:

• A clustering technique that identifies and groups graph sub-
structures based on template match. The idea is to group
paths with respect to the template (i.e schema) they corre-
spond to. A solution is a composition of paths belonging to
different clusters. In this way we avoid the exploration of
overlapping solutions and we build cleaner results for the
users, gaining in terms of computation cost. Usually, the
most promising algorithms of an efficient solution for key-
word based search are in PTIME class complexity. To this
aim, in [1] we demonstrated how Yaanii is more efficient
with respect to the others, presenting a quadratic complexity
as upper-bound.

• An algorithm that ranks solutions while it builds the solu-
tions. Unlike most of the approaches to keyword search, that
first identify all the solutions and then rank them according to
a function, our approach leverages on the clusters to assem-
bly a solution starting with the most relevant path in the most
relevant cluster. As a result, the most relevant solution is the
first to come out of the algorithm, then decreasing monoton-
ically to the less relevant solutions. This allows users to ex-
plore the returned solutions, starting with the most relevant,
while the elaboration of remaining solutions is undergoing.

2. AN ARCHITECTURE OF REFERENCE
We implemented our approach into a tool, called Yaanii. A flex-

ible architecture of the system was design, as shown in Figure 1.
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Figure 1: Architecture of Yaanii

It serves as a logical view of how the system looks like. This is a
typical use scenario of the system:

1. The RDF Parser takes as input a collection of RDF Docu-
ments and parses them into triples. Here we use the Jena
framework 2;

2. The Indexer builds an index on top of the triple collections to
achieve structural information useful for the query process.
Here the indexing is supported by Lucene3 and WordNet 4.
The last allows query expansion;

3. A user performs a query through a GUI helper, handling
events and the query itself;

4. The parsed query is given to the Searcher for processing;

5. The Searcher processes the query over the Indexed Resource
Base and returns the search result to the caller. It communi-
cates with the Indexer to extract the instances matching input
keywords (i.e. informative paths), group them into clusters
and compose elements from clusters into the final solutions
(i.e. subgraph structures). Each structure (i.e. path, cluster
and solution) is evaluated by a scoring function.

3. CONCLUSION AND FUTUREWORKS
We presented Yaanii, a tool for effective Keyword Search over

semantic datasets. It is based on a clustering technique and a scor-
ing function that support the generation of Top-k solutions during
its execution in the first k steps.

2http://jena.sourceforge.net/
3http://lucene.apache.org/
4http://wordnet.princeton.edu

From a theoretical point of view, future directions focus on im-
proving the search algorithm of Yaanii to reach a linear time com-
plexity. From a practical point of view, we would improve the in-
dexing capabilities by embedding Lucene into a DBMS (e.g. Ora-
cle) and provide a query-by-example interface to support the user
to perform the query and navigate the results.
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ABSTRACT
Today Recommender Systems (RSs) are commonly used with
various purposes, especially dealing with e-commerce and
information filtering tools. Content-based RSs rely on the
concept of similarity between items. It is a common belief
that the user is interested in what is similar to what she has
already bought/searched/visited. We believe that there are
some contexts in which this assumption is wrong: it is the
case of acquiring unsearched but still useful items or pieces
of information. This is called serendipity. Our purpose is to
stimulate users and facilitate these serendipitous encounters
to happen. The paper presents a hybrid recommender sys-
tem that joins a content-based approach and serendipitous
heuristics in order to provide also surprising suggestions.
The reference scenario concerns with personalized tours in
a museum and serendipitous items are introduced by slight
diversions on the context-aware tours.

1. BACKGROUND AND MOTIVATION
RSs allow a customized information access for targeted

domains. They provide the users with personalized advices
based on their needs, preferences and usage patterns. Some-
times RSs can only recommend items that score highly against
the user’s profile and, consequently, the user is limited to ob-
tain advices only about items too similar to those she already
knows. This drawback is referred as over-specialization and
it prevents surprising finding from taking place. Indeed, the
RSs are required to provide novel and even serendipitous

∗The full version will appear in A. Lazinica (editor),
E-Commerce, ISBN 978-953-7619-X-X, electronic version
freely available at http://intechweb.org.
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advices. As explained by Herlocker [2], novelty occurs when
the system suggests an unknown item that the user might
have autonomously discovered. A serendipitous recommen-
dation helps the user to find a surprisingly interesting item
that she might not have otherwise discovered (or it would
have been really hard to discover).

The idea of serendipity has a link with de Bono’s “lat-
eral thinking” [1] which consists not to think in a selective
and sequential way, but accepting accidental aspects, that
seem not to have relevance or simply are not sought for.
This kind of behavior helps the awareness of serendipitous
events, especially when the user is allowed to explore alter-
natives to satisfy her curiosity. Therefore the demonstrative
scenario concerns personalized tours within a museum. In-
deed, in addition to the “classical” recommendations that
exploit the learned user profile, the system provides also
programmatically supposed serendipitous recommendations
and it arranges the whole of them in a personalized tour.

The serendipitous suggested items are selected exploiting
the learned user profile so that they cause slight diversions
on the personalized tour. Indeed the content-base recom-
mender module allows to infer the most interesting items for
the active user and a personalized tour is proposed according
to the spatial layout, the user behavior and the time con-
straint. But the resulting tour potentially suffers from over-
specialization and, consequently, some items can be found
no so interesting for the user. Therefore the user starts to
divert from suggested path considering other items along
the path with growing attention. On the other hand, also
when the recommended items are actually interesting for the
user, she does not move with blinkers, i.e. she does not stop
from seeing artworks along the suggested path. These are
opportunities for serendipitous encounters. These consider-
ations suggest to perturb the optimal path with items that
are programmatically supposed to be serendipitous for the
active user. Perturbing the optimal path with slight diver-
sions does not compromise the system benefit to guide the
user across the museum under a time constraint because the
user behavior is constantly monitored and personalized tour

*
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eventually updated.

2. SERENDIPITOUS RECOMMENDATIONS
Toms [4] suggests four strategies to introduce the seren-

dipity: 1) Role of chance or ‘blind luck’, implemented via
a random information node generator; 2) Pasteur princi-
ple (“chance favors the prepared mind”), implemented via
a user profile; 3) Anomalies and exceptions, partially im-
plemented via poor similarity measures; 4) Reasoning by
analogy, whose implementation is currently unknown.

In [3] we propose an architecture for content-based RSs
that implements the “Anomalies and exceptions” approach
to provide serendipitous recommendations alongside classi-
cal ones. The basic assumption is that serendipity cannot
happen if the user already knows recommended items, be-
cause a serendipitous happening is by definition something
new. Thus the lower is the probability that user knows an
item, the higher is the probability that a specific item could
result in a serendipitous recommendation. The probability
that user knows something semantically near to what the
system is confident she knows is higher than the probability
of something semantically far. If we evaluate semantic dis-
tance with a similarity metric, like internal product which
takes into account the item description to build a vector and
compares it to other item vectors, it results that it is more
probable to get a serendipitous recommendation providing
the user with something less similar to her profile.

According to this idea, items should not be recommended
if they are too similar to something the user has already
seen. Following this principle, the basic idea underlying the
proposed architecture is to ground the search for potentially
“serendipitous” items on the similarity between the item de-
scriptions and the user profile.

3. PERSONALIZED MUSEUM TOURS
RSs traditionally provide a static ordered list of items ac-

cording to the user assessed interests, but they do not rely
on the user interaction with environment. Besides, if the
suggested tour simply consists of the enumeration of ranked
items, the path is too tortuous and with repetitive passages
that make the user disoriented, especially under a time con-
straint. Fig. 1 shows a sample tour consisting of the k
most interesting items, where the k value depends on how
long should be the personalized tour, e.g., it deals with the
overall time constraint and the user behavior. Finally, differ-
ent users interact with environment in different manner, e.g.
they travel with different speed, they spend different time
to admire artworks, they divert from the suggested tour.
Consequently, the suggested personalized tour must be dy-
namically updated and optimized according to contextual
information on user interaction with environment.

Once the personalized tour is achieved, as shown in Fig. 2,
serendipitous disturbs are applied. Indeed, the previous per-
sonalized tour is augmented with some items that are along
the path and that are in the ranked list of serendipitous
items according to the learned user profile. The resulting
path most likely has a worse fitness value and then a fur-
ther optimization step is performed. However, the further
optimization step should cut away exactly the disturbing
serendipitous items, since they compete with items that are
more similar with the user tastes. Therefore serendipitous
items are differently weighed from the fitness function: their

Figure 1: A sample tour consisting of the ranked k
most interesting items

Figure 2: Optimized version of the tour in Fig. 1

Figure 3: The “good enough” augmented version

supposed stay time is changed. This implementation expedi-
ent also deals with the supposed serendipitous items should
turn out not so serendipitous and the user should reduce the
actual stay time in front of such items. Fig. 3 shows a“good
enough” personalized tour consisting of the most interesting
items and the most serendipitous ones. It is amazing to note
that some selected serendipitous items are placed in rooms
otherwise unvisited. More details and an empirical evalua-
tion about serendipitous perturbations effects are presented
in [3].
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