
Using Spectral Clustering for Finding Students’
Patterns of Behavior in Social Networks
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Václav Snášel

VŠB - Technical University of Ostrava, FEECS, Department of Computer Science
17. listopadu 15, 708 33 Ostrava-Poruba, Czech Republic

jan.martinovic@vsb.cz, slaninova@opf.slu.cz

Using Spectral Clustering for Finding Students’
Patterns of Behavior in Social Networks
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Abstract. The high dimensionality of the data generated by social net-
works has been a big challenge for researchers. In order to solve the
problems associated with this phenomenon, a number of methods and
techniques were developed. Spectral clustering is a data mining method
used in many applications; in this paper we used this method to find
students’ behavioral patterns performed in an elearning system. In ad-
dition, a software was introduced to allow the user (tutor or researcher)
to define the data dimensions and input values to obtain appropriate
graphs with behavioral pattens that meet his/her needs. Behavioral pat-
terns were compared with students’ study performance and evaluation
with relation to their possible usage in collaborative learning.

1 Introduction

Social networks have been attracting millions of users, where each user is rep-
resented by a huge number of variables. This popularity leads to very high
dimensional data, often with sparse data sets. Researchers, dealing with such
high-dimensional data collections, face many challenges due to the difficulties
with visualization of these data sets and the vast increase in their computing
time or memory complexity. Dimension reduction is the process of reducing the
number of variables describing the data set. This process is possible, because
many of the variables are correlated with each other and many of them have a
variation smaller than the measurement noise and thus will be irrelevant. Re-
searchers approach these high dimensional data sets either by finding a subset
of the original variables or by mapping the multidimensional space into a space
of fewer dimensions. In this work the authors are interested in finding the pat-
terns of behavior of elearning students and the relationship between them and
students academic performance. To solve the problem of higher dimensionality,
spectral clustering was used. Besides, a software was developed to allow the user
(researcher or elearning tutor) to define the data dimensions and input values
for graph generation that meet his/her needs.
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2 Finding Patterns in Social Networks

Data mining is the process of extracting patterns from data. Patterns can be
defined as structures that make statements only about restricted regions of the
space spanned by the variables of the data [17]. These structures might represent
Web pages that are all about the same topic or people that socialize together.
The discovery of pattern structures in complex networks is an essential and chal-
lenging task in many disciplines, including business, social science, engineering,
and biology. Therefore researchers have a great interest in this subject and have
been approached it differently through data mining methods, social network
analysis, etc. This diversity is not limited to the techniques used to implement
this task, but it is also applied to its applications. The authors of [18] provided
an overview about the usage of frequent pattern mining techniques for discover-
ing different types of patterns in a Web logs. While in [22] the authors applied
different clustering algorithm to detect crimes patterns, and some data mining
tools were used in [1] to solve the intrusion detection problem.

Social Network Analysis (SNA) is another common method for patterns dis-
covery and has been used in previous studies. The authors in [21] used some
SNA metrics to study the interaction patterns of students in Elearning online
communities. Discovering patterns from email datasets is one of the topics re-
searches are interested in as well. In [8] the authors described a multi-stage spam
filter based on trust and reputation for detecting the spam behavior of the call in
Voice over Internet Protocol (VoIP). Pattern discovery is also used in the inves-
tigation and control of an infectious disease epidemic. A study was conducted to
explore the movements of cattle and sheep during the initial phase of the 2001
Foot and mouth disease (FMD) outbreak in UK to describe and visualize the
network of these movements using social network analysis techniques [25].

Educational data mining (EDM) is a discipline witch concentrates on devel-
oping methods for exploring the data that come from an educational context,
and use these methods to improve the quality of learning. To achieve this objec-
tive a number of studies have been conducted where researchers applied different
data mining techniques to discover the factors that affect the academic perfor-
mance of students. The authors in [4] studied the navigational behavior of the
students to identify the patterns of high performance, in [10] were used decision
trees to Predict Students Drop Out and in [3] authors investigated the Cheating
behavior in Online Student Assessment. Romero and Ventura classified educa-
tional data mining methods into two categories - Statistics and visualization,
and Web mining (Clustering, classification, outliers detection, Association rule
mining and sequential pattern mining, Text mining) [28].

Clustering is a useful method to investigate students’ patterns of behav-
ior, a number of different clustering algorithms have been used to detect online
students’ patterns such as the TwoStep algorithm [4], the model-based cluster-
ing [16], the K-means algorithm [26, 27], etc. In this study, the authors aim to
apply spectral clustering to investigate the correlation between the similarity in
students behavior and their grades. Even though spectral clustering has been
applied to solve many problems in signal processing, bioinformatics and infor-
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mation retrieval, in the field of educational data mining this method has not
exploited widely yet.

3 Spectral Clustering

Clustering is the process of organizing objects into collections whose members
are similar in some sense. A cluster is therefore a collection of objects which
are similar to each other and are dissimilar to the objects belonging to other
clusters. The task of finding clusters has been the focus of research in machine
learning, information retrieval, social network analysis, etc.

Spectral clustering algorithms cluster a set of data points using the simi-
larity matrix that is derived from the data. It uses the second eigenvector of a
graph’s Laplacian to define a semi-optimal cut of a weighted undirected graph
in which nodes correspond to objects and edges represent the distance (simi-
larity) between the objects. The idea of finding partitions of graphs by using
the eigenvectors of their Laplacians can be traced back to 1970s to Fiedler [14],
Donath [12]. Fiedler associated the second-smallest eigenvalue of the Laplacian
of a graph with its connectivity and suggested partitioning by splitting vertices
according to their value in the corresponding eigenvector. Thus, this eigenvalue
is called Fiedler value and the corresponding vector is called the Fiedler vector.
According to Fiedler, the graphs’s Laplacian has the following spectral proper-
ties:

– All eigenvalues are non-negative.
– If the graph is divided into g components, there are g zero eigenvalues.
– Eigenvector components act like coordinates to represent nodes in space.
– The Fiedler vector has both positive and negative components, their sum

must be zero.
– If the network is connected, but there are two groups of nodes weakly linked

to each other, they can be identified from Fiedler vector. Where the positive
components are assigned to one group and the negative components are
assigned to the other.

Spectral clustering has been studied and applied to solve many problems. In
[19] Kannan et al. developed a natural bicriteria measure for assessing the quality
of clustering. Cheng et al. in [7] showed how to use spectral algorithm studied
in [19]. A practical implementation of the clustering algorithm is presented in [6].
In [11] Ding et al. proposed a new graph partition method based on the min-max
clustering principle: the similarity between two subgraphs (cut set) is minimized,
while the similarity within each subgraph (summation of similarity between all
pairs of nodes within a subgraph) is maximized. Shi and Malik [30] treated image
segmentation as a graph partitioning problem and proposed a global criterion,
the normalized cut, for segmenting this graph. They showed that an efficient
computational technique based on a generalized eigenvalue problem can be used
to optimize this criterion. A recursive algorithm was used in [9], Dasgupta et al.
analyzed the second eigenvector technique of spectral partitioning on the planted
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partition random graph model, by constructing a recursive algorithm. Spectral
clustering was used in [5] for extracting communities from the Enron graph.

3.1 Algorithm for Graph Partitioning Using Fiedler Vector

1. Find all connected components in graph.
2. Create Laplacian matrix of component L = D− P ′. P ′ = P − I, where P is

the adjacency matrix with weights, I is unity matrix and D is the diagonal
matrix with dii =

∑
j p′ij .

3. Find the eigenvector corresponding to second smallest eigenvalue of L.
4. Divide the component based on the sorted eigenvector.
5. Recurse on the obtained components (back to the step 2).

4 Social Network Analysis

Social network analysis concentrates on the importance of the relationships be-
tween the nodes. It maps and measures formal and informal relationships to
understand what facilitates or obstructs the knowledge flows that connect the
interacting objects, e.g., who knows whom, and who shares what information
and knowledge with whom and by which communication media.

The results of social network analysis might be used to:

– Identify the individuals or groups who play central roles.
– Distinguish bottlenecks (central nodes that provide the only connection be-

tween different parts of a network), as well as isolated individuals and groups.
– Strengthen the efficiency and effectiveness of existing, formal communication

channels.
– Improve innovation and learning.
– Refine strategies.

Centrality is an important concept in social network analysis. Borgatti and
Everett [2] developed a unified framework for the measurement of centrality. All
measures of centrality assess a node’s involvement in the walk structure of a
network. Measures vary along four key dimensions: type of nodal involvement
assessed, type of walk considered, property of walk assessed, and choice of sum-
mary measure.

Degree centrality can be used for identifying central roles of the object. Actors
who have more ties to other actors may be in advantageous positions. Degree
centrality is measured as the number of edges that involve a given node [15].
A node with high degree centrality maintains contacts with numerous other
network nodes. Such nodes can be seen as popular nodes with large numbers of
links to others. A central node occupies a structural position that may act as a
way for information exchange. In contrast, peripheral nodes maintain few or no
relations and thus are located at the margins of the network. Degree centrality
for a given node pi is calculated as:
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CD(pi) =
N∑

k=1

a(pi, pk) (1)

where N is the number of nodes in the network, a(pi, pk) = 1 if a edge exists
between pi and pk and i 6= k else a(pi, pk) = 0.

Katz [20] recognized that an individual’s centrality depends not only on how
many others it is connected to (it’s degree), but also on their centrality. He
measured centrality of a node by the total number of paths linking it to other
nodes in a network, exponentially weighted by the length of the path.

Closeness centrality measures the reciprocal of the mean geodesic distance
d(pi, pk), which is the shortest path between a node pi and all other reachable
nodes [15]. Closeness centrality can be regarded as a measure of how long it will
take information to spread from a given node to other nodes in the network [23].
Closeness centrality for a given node is calculated as:

CC(pi) =
N − 1

∑N
k=1 d(pi, pk)

(2)

where N is the number of nodes in the network and i 6= k.
In [24] authors combined existing methods on calculating exact values and

approximate values of closeness centrality and presented new algorithms to rank
the top-k vertices with the highest closeness centrality.

Betweenness centrality measures the extent to which a node lies on the paths
linking other nodes [15]. Betweenness centrality can be regarded as a measure
of the extent to which a node has control over information flowing between
others [23]. A node with a high betweenness centrality has a capacity to facilitate
interactions between the nodes that it links. It can be regarded as how well a
node can facilitate communication to other nodes in the network. Betweenness
centrality is calculated as:

CB(pi) =
N∑

j=1

j−1∑

k

gjk(pi)
gjk

(3)

where gjk is the total number of geodesic paths linking pj and pk, and gjk(pi) is
the number of those geodesic paths that include pi. Freeman’s centrality metrics
are based on analysis of a complete and bounded network which is sometimes
referred to as a sociocentric network. These metrics become difficult to evalu-
ate in networks with a large node population, because they require complete
knowledge of the network topology.
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5 Case Study: Finding Students’ Patterns of Behavior in
LMS Moodle

5.1 Data Set

A case study is conducted in order to find and visualize the patterns of behavior
in a large and sparse social network. The analyzed data collections are stored in
the Learning Management System (LMS) Moodle logs used to support eLearning
education at Silesian University, Czech Republic.

The logs consist of records of all events performed by Moodle’s users such
as communication in forums and chats, reading study materials or blogs, taking
tests or quizzes etc. The users of this system (students, tutors, and adminis-
trators) are members of a community which aims to provide the appropriate
services and guidance to its members, to make them achieve their objectives
successfully. The authors are interested in studying students’ activities in the
Moodle system and in discovering the latent social network created from groups
of students with similar patterns of behavior.

Data anonymisation was implemented during the data preprocessing phase,
and the study was only limited to investigating the events performed by students.
Let us define a set of students s ∈ S, set of courses c ∈ C and term Event as a
combination of Event prefix p ∈ P (e.g. course view, resource view, blog view,
quiz attempt) and a course c. An event then represents an action performed by
student s ∈ S in certain course c in LMS. On the basis of this definition, we
have obtained Set of Events ei ∈ E, which is represent by pairs ei = (pj , ck), j ∈
{1, . . . |P |}, k ∈ {1, . . . |C|} ordered by TimeStamp.

After that we obtain set of activities aj ∈ A. Activity is a sequence of events
aj = 〈 e1, e2, . . . , en 〉, performed by certain student s in a certain course c during
the optimal time period. In our previous experiments we found the 30 minutes
time period to be the most effective time interval. The findings showed that in
shorter time periods (5 minutes) students were performing only non-study activ-
ities, and in longer periods there was not a significant activity difference (that
means activities were very similar). For detailed information see our previous
work [13]. Similar conclusion was presented by Zorrilla et al. in [31].

Two matrices were obtained to represent the data: the Student matrix T
(|S|× |A|), where row (t1, t2, . . . , t|A|) represents a subset of activities performed
by the student in the Moodle system, and the Matrix of similarity P (|S| × |S|),
which is derived from matrix T , and defines students’ relationships using their
similar activities. The similarity between two students (vectors) was defined by
the Cosine measure [29].

pi,j =
∑n

k=1 tiktjk√∑n
k=1 t2ik

√∑n
k=1 t2jk

(4)

Matrices T and P are very large and sparse because of the large number of
activities performed by students. Therefore the visualization of the latent ties
between students with similar behavior was very hard and unfeasible. One of
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our goals was the reduction of that high number of activities using specification
of smaller groups with characteristic activities.

Spectral clustering was used to divide the collection of students into a number
of smaller groups. The spectral clustering method was then extended by further
analysis of the obtained clusters. For each cluster a level was set to obtain smaller
sets of objects in cluster. The most frequent activities in each cluster can describe
the cluster with more details. We are interested in typical activities for each
cluster. Activities, which are in all clusters, and activities which are less frequent
can be omitted. Merging the reduced activity sets in each cluster defines set of
typical activities for all objects in the selected group.

5.2 Experiment

The main objective of this experiment is to investigate the relationship between
the similarity in students’ behavior and their grades. For this purpose has been
developed specialized software, which allows the user (researcher or tutor) to
define the values of input data that meets his/her needs. Input data definition
is based on data collection filtering and setting of parameter time period. The
user can select groups of students by Course, Event Prefix (which represents a
set of Events e), Step (time period) and level of similarity. To test the behavior
of students accessing the resources which are assigned for the different courses, a
course called MicroEconomy with 307 students and a level of similarity = 0.5 was
analyzed. The following figures illustrate the results of the experiment. Figure
1 represents the graph before clustering, and Figure 2 illustrates the different
clusters obtained (colored nodes represent different grades; yellow is A, green
yellow is B, green is C, blue is D, red is E, black is F and gray is without the
grade).

Fig. 1. Graph of Students’ Activities when Accessing the Course Resources

Obviously, the graphs show that these clusters consist of students with dif-
ferent distribution of grades.
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Fig. 2. Graph of Student’s Clusters when Accessing the Course Resources

The same procedure was applied to the same course to explore students’
behavioral patterns in the forum and again a number of clusters were detected
with different grades in each one of them, see (Fig 3 and Fig 4).

Fig. 3. Graph of Students’ Activities in the Forum
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Fig. 4. Graph of Students’ Clusters in the Forum

The results of this experiment showed that the similarity in students behavior
does not have significant effect on their final grades. It is caused by several
limitations, more detailed description is presented in conclusion.

Another test was applied to study the correlation between students’ position
in the network (using different types of centrality) and their academic perfor-
mance. Findings from this experiment can be helpful for course tutors. The tutor
can recommend to students suitable study behavior, or contact to the student
with appropriate study behavior.

Fig. 5. Histogram of the Degree Centrality for One Course and Clustering Level 40
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The findings of the study showed that both students with high academic per-
formance and students with educational difficulties were isolated, while students
with average academic performance were highly connected, see (Fig 5). This
group of students participates actively in the course forum, but maybe they dis-
cuss the issues that are less important to their academic progress. This is one of
the limitations of the data extracted from Moodle log files. The log files record
only request transactions but they do not record the type of content on each
page (especially topics discussed in forum).

Fig. 6. Histogram of the Betweenness Centrality for One Course and Clustering Level
40

Fig. 7. Histogram of the Closeness Centrality for One Course and Clustering Level 40

6 Conclusion

In this study was presented an application of spectral clustering method to find
the patterns of behavior of groups of students enrolled in the elearning system.
For easier generation of the graphs described students’ behavioral patterns in
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elearning system, with requires setting of number of input variables for cluster-
ing method or setting of the dimensions (selection of the appropriate course or
students’ activities in the course provided in elearning system), was developed
specialized software. Moreover, authors attempted to find relations between the
behavioral study patterns and the students’ study performance in the selected
course. The findings of the experiment did not show any relation between the
similarity in students’ behavior and their grades as well as relation between stu-
dents’ positions in generated network and their academic performance. We found
significant clusters of similar behavior, but with different distribution of grades.
Students with average values of grades were at the center of the network. During
the implementation of this study we encountered a number of limitations. The
first limitation was the small size and homogeneity of the data set, the second
was that all events were given the same importance - the experiment showed
that clustering could be better if we assigned different weights to the events ac-
cording to their significance to the course. Nevertheless, developed software can
be successfully used as a supporting tool for tutors leading groups of students in
elearning systems, to discover significant behavioral patterns of their students.
These information can be useful especially in large groups of students were are
applied methods of collaborative learning. In our future work, we intend to apply
a thorough analysis on larger data collections to explore significant patterns of
behavior, and to find other factors that might affect students’ grades.
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