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Abstract

In many applications, it is required to detect the occurrence of an
event in a system, which entails observing the system. Observation
can be costly, so it makes sense to try and reduce the number of obser-
vations, without losing certainty about the event’s occurrence. In this
paper, we propose a formalization of the problem. We show (formally)
that when the event to be detected follows a discrete spatial or tem-
poral pattern, it is possible to reduce the number of observations. We
provide an experimental evaluation of algorithms for this purpose. We
apply the result to verification of linear temporal logics formulee. Fi-
nally, we discuss possible generalizations, and how event detection and
related applications can benefit from logic programming techniques.

1 Introduction

An event is an observable state in a system, that may occur at some point in
space and time, and event detection is a crucial process in many applications
(such as monitoring, runtime verification, diagnosis, intention recognition,
and more [9]). In order to detect events, it is naturally necessary to observe
the system where the event may occur.

However, observation may be a costly process. In this case, observing the
system at all spatial or temporal points may be undesirable, and a question
arises: is it possible to reduce the number of necessary observations, without
losing certainty about the event’s occurrence?

In this paper we formalize the problem, and show that, for the simple,
but significant case where the observation space can be modelled as the set
of natural numbers, the answer is yes.

The paper is structured as follows. In Section [2| we formulate the prob-
lem in a general setting. In Section [3, we study the problem for the special
case where the temporal or spatial event structure can be described by a set
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of natural numbers. In Section {4, we compare experimentally a complete
and an approximation algorithm. In Section |5, we give a formulation of the
problem suitable for runtime verification of Linear Temporal Logic formulee.
In Section [6] we discuss possible extensions and generalizations of our ap-
proach, and the applications of techniques borrowed from logic programming
to problems beyond simple event detection.

2 Event detection in general

2.1 Coordinate system

A coordinate system defines points where events can happen. Coordinates
can be interpreted, for instance, as spatial, temporal, or both. We only
require sum to be defined over coordinates.

Definition 1. A coordinate system S is the cartesian product of N sets,
closed under the sum operation.

Each of the sets can be continuous (e.g., the set R of real numbers), or
discrete (e.g., the sets N of natural numbers or Z of integer numbers).

2.2 Patterns

A pattern associates a value taken from a value set V to (some) points in
the coordinate system.

In the simplest case, V will have only one element. This representation
is satisfactory in cases where the value is not significant, and the relevant
information is the set of points where the pattern is defined.

Definition 2. Given a coordinate system S, a pattern P over S is a partial
function from S to some value set V.

As usual, we call the pattern’s domain the set of points where the
pattern is defined.

S|V P

N | {1} {(0,1),{(4,1), (5, 1)}

R*| R {({0,0),0)}

R?2 [ R {{{z,y),z) |z € R Ay € R}
RZ2| R | {{{z,y),1) | 0<2<1 AO<y<l1}

Table 1: Example patterns

An event is an association of values to points in a coordinate system that
follows a given pattern. It is defined as the translation of its pattern by an
offset.



Definition 3. Given a pattern P and 7 € S, the event Ep(T)of pattern
P and offset T is the set {(t +p,P(p)) | p € dom P}.

We call unfolding the set of all possible events of a given pattern.

Definition 4. Given a pattern P in a coordinate system S, the unfolding
Up of P is the set {Ep(T) | T € S}.

Definition 5. An event e’s observability set O(e) is e’s projection over

S.

Intuitively, the observability set is the set of points in the coordinate
system where the event can be observed.

Example 1. If P is the first pattern in Table[]], the event Ep(5) is {(5,1),(9,1),(10,1)},
and its observability set is {5,9,10}.

A set of points in the coordinate system that is guaranteed to intersect
the observability set of any event with a given pattern can be understood
as the set of points to observe to decide about the occurrence of such an
event. We say that such a set covers the pattern or is one of the pattern’s
covering sets. For example, if the coordinate system represents a spatial
area, a covering set can be understood as a set of positions to deploy sensors
(as in wireless sensor networks applications).

Definition 6. A set C C S covers a pattern P if and only if for each
7 € § there exists an element of O(Ep (7)) that belongs to C.

Example 2. Consider a pattern P, whose domain is {0,1,2}. {3n | n € N}
covers P. C 2 {1,2} does not cover P, because, for instance, 3 belongs to
the observability set of the event of pattern P and offset 3 and does not
belong to C. For the same reason, {4n | n € N} does not cover P.

Example 3. C £ ZxXZ covers the last pattern in Table . Indeed, the
observability set of an event of offset T = (1,,7,) is

{{z,y) | w <z <m+1 AN 7y <y <7+ 1}. It contains (|7, | +1, [7y] +1)
(an element of C), because, for any @ € R, a < |a|+1<a+1.

2.3 The sampling problem

If the application requires to determine the occurrence of an event with a
given pattern, it is of interest to determine a set of points in the coordinate
system that guarantees that, if an event occurs, it will be observed.

Definition 7. Given a pattern P over S, the sampling problem consists
of finding a set C C S that covers P.



The general problem has a trivial solution (S), but the solution may be
required to enjoy some property. A reasonable requirement is for it to mini-
mize a cost function. If the cost of observation is a constant, that translates
to minimum cardinality. However, applications can impose more require-
ments. For instance, if the points in the coordinate system represent time
points, then it may be required for the covering set to intersect observability
sets at or near their minimum, in order to detect events as soon as possible.

3 Sampling problem for natural patterns

In this section, we consider the case where the coordinate system is the set
N of natural numbers.

Definition 8. A natural pattern is a pattern over the set N of natural
numbers.

A natural interpretation for this case is that the coordinate system rep-
resents a sequence of time points at which the system can be observed.

The following result allows for a reduction of the sampling problem for
natural patterns. First we provide two definitions.

Definition 9. Let T be a finite set of natural numbers, and let M = max 7.
For an integer k, let o = {(p+k) mod (M +1) | p € Z}.
T’s circular repetition is the collection of sets

U =2 {op|k € 0. M}

Definition 10. Let P be a natural pattern.
Then a set with non-empty intersection with each element of the circular
repetition of dom P is a covering shape of P’s.

Theorem 1. Let P be a natural pattern and let M = max dom P.
Let S¢ be a covering shape of P’s.
Then the set C = {q+ k(M +1)|q € Sc N k € N} covers P.

Proof. Consider a generic event e of pattern P and offset 7. Let R = 7 mod (M + 1).
Consider oi. By hypothesis, it intersects S¢ in (at least) a natural number g.
Since ¢ € og, there exists p € dom P such that ¢ = (p+ R) mod (M + 1).
Sincep € dom P, 7+ p € O(e). Since 7 is equal to R modulo M+1, 7+p
is equal to R+p modulo M +1, which is equal to ¢ modulo M +1. Therefore,
Jk | 7T+p=q+k(M+1). Therefore, alsoT+p € C.
Concluding, the observability set of a generic event of pattern P inter-
sects C; that is, C covers P. O

Therefore, the sampling problem can be reduced to finding a set that
intersects a collection of M + 1 subsets of [0 .. M]. The periodic repetition



of such set, with period (M + 1), covers the pattern. A trivial, and uninter-
esting, solution is [0 .. M] itself (which corresponds to observing the system
at all time points). However, finding such a set with minimum cardinality
is a well known NP-hard problem: the minimum hitting set problem.

For applications, it seems reasonable to consider patterns whose domain
contains 0. However, the following result lets us reduce to this case, for
generic pattern domains.

Definition 11. Given a natural pattern P, let m = min dom P.

Then the normalization of P is the pattern

P 2 {(p,P(p+m)) | p+m € dom P}.
Theorem 2. Let P be a natural pattern. Then an event of pattern P is also
an event of pattern P.

L

Proof. Ep(1) = {{(t+p,P(p)) | p € dom P} which, by substituting g+m
for p, is equal to {(T +¢+m,P(g+m)) | ¢+m € dom P} = E5(T +m).
O

Therefore, a set that covers the normalized pattern also covers the orig-
inal pattern. This lets us solve the sampling problem for the normalized
pattern, whose domain’s maximum element is in general lesser, and reduce
complexity and approximation ratio, if an approximation algorithm is used
(see Section [)).

The following definition gives a measure of how much the number of
necessary observation is reduced by observing the system only at a pattern’s
covering set, instead of at all points.

Definition 12. Given a normalized pattern P and a covering shape Sc of

P’s, the corresponding sampling ratio is Rs.p = Hmltxﬁ.

|dom P| 2 4 6 8 10 12 14 | 16 | 18 | 20
Rsop [0.52]032]024]0.19|0.15|0.14 |0.12 0.1 0.1 0.1

Table 2: Sampling ratios.

Example 4. Table [ shows average sampling ratios computed on random
patterns with domain mazimum of 20, for different values of the domain
cardinality.

Example 5. Let a pattern P’s domain be [0 .. M]. dom P’s circular rep-
etition is U = {og,...,0n}, where fori € [0..M] oy = [0 .. M]. A
minimum hitting set for U is {i}, for any i € [0 .. M]. For each i, a cov-
ering set is {i+ k(M + 1) | k € N}. The corresponding sampling ratio is
ﬁ, confirming the intuitive idea that, if an event lasts M + 1 points, it is
sufficient to observe every (M + 1)-th point to detect its occurrence.



Example 6. Consider a pattern P whose domain is {8,10,13}. Then
dom P = {0,2,5}. dom P’s circular repetition isU = {oq,...,05}, where

oo = {0,2,5}, 01 2 {0,1,3},00 = {1,2,4},03 = {2,3,5},04 = {0,3,4},
and o5 = {1,4,5}. P’s covering shape Sc is required to have non-empty
intersection with all the sets in U; for instance, a possible covering shape is

Sc = {0,1,3}. It can be easily verified that its cardinality is minimal. The
corresponding covering set of P’sisC = {q+6k|q € {0,1,3} A k € N} =
{0,1,3,6,7,9,12,...}, which also covers P, and the sampling ratio is Rsc,f =
3/6=1/2.

4 Algorithms and experimental evaluation

In this section, we discuss solution methods for the minimum hitting set
problem that the sampling problem reduces to, for natural patterns, as
shown in section We describe a complete algorithm, and we discuss
reduction to the set cover problem, and its solution by means of a well
known approximation polynomial algorithm. We compare experimentally
the two algorithms.

Complete algorithm The algorithm is based on a total order of all the
elements of 20 -~ max dom Pl 5ne is returned as the minimum hitting set.
The algorithm tries, as a first attempt, the full integer interval from 0 to
max dom P which obviously hits the pattern domain’s circular repetition.
Then, at any stage, it tests for hitting the next set with lesser cardinality

than the current best, according to the aforementioned order.

Reduction to set cover and approximated solution The minimum
hitting set problem is equivalent to the set cover problem: given a collection
S C 2l -+ find a subset of S of minimal cardinality whose union is [1 .. n).

Given a collection R £ r;...7, of sets, whose union is [1 .. k], the
minimum hitting set problem for R can be formulated as a set cover problem
as follows. For each e € [l .. k], let s = {i|e € n;}, and let S be the
collection of all such sets. The union of each subset 7 of S is the set of indices
of the sets in R which contain one of the indices of the sets in 7. Thus, the
indices of a solution T of a set cover problem for S form a minimum hitting
set for R, because 7’s union is [1 .. n], so all elements of R have non-empty
intersection with the set of 7’s indices, and the union of no proper subset
of T is [1 .. n], or T would not be minimal.

The set cover problems has been widely studied in the literature; in
particular, approximation algorithms have been proposed for it. A very
simple algorithm is the so-called greedy algorithm: at each step, it chooses
the set with higher cardinality, and it deletes such set’s elements from the
other sets, until the universe is covered.



Its performance (expressed as the ratio between the cardinality of the
output and of the minimal covering collection) is Inn — Inlnn + (1) [17]:
in particular, it will not be worse than Inn —Inlnn +0.78, and it cannot be
guaranteed to be better than Inn — Inlnn — 0.31.

Several inapproximability results for set cover have been shown: to the
best of our knowledge, the best lower bound for the performance ratio has
been proved by Alon et al. [3], who proved that set cover cannot be ap-
proximated efficiently to less than clnn, for a constant ¢, unless P = NP.
Therefore, the greedy algorithm performance is close to the best we can
hope for, among polynomial algorithms.

In our case, for the aforementioned reduction of minimum hitting set to
set cover, given a natural pattern P, n is max dom P + 1.

(dom P Ratio Ratio Time Time
(average) | (max) | (complete) | (greedy)
2 1.0 1.0 24777.18 2.491
4 1.033 1.333 | 2023.496 1.915
6 1.02 1.2 296.656 1.83
8 1.0 1.0 48.383 1.73
10 1.033 1.333 21.473 1.787
12 1.0 1.0 7.937 1.716
14 1.0 1.0 6.318 1.675
16 1.0 1.0 1.556 1.614
18 1.0 1.0 1.363 1.843
20 1.0 1.0 1.522 1.668

Table 3: Comparison of the complete and greedy algorithms (times are in
milliseconds).

Experimental comparison However, in our case, the greedy algorithm
performed better experimentally than the theoretical lower bound.

In order to assess performance for our application, we experimented with
the two aforementioned solution methods: the complete algorithm for min-
imum hitting set, and the translation to set cover and solution with the
greedy algorithm.

We fixed max dom P = 20; |dom P| varies. For each parameter value,
we generated a random pattern and computed a covering shape with the two
methods; we repeated such each computation 50 times. Results are shown
in Table In each line, we show the average and maximum performance
ratio, as well as the computation times (on a 2.0GHz dual-core CPU).

As expected, computation time for the complete algorithm grows expo-
nentially with max dom P — |[dom P|, which makes it inapplicable for bigger
problems. The greedy algorithm is obviously faster; and its performance ra-



tio appears to be better than its lower bound which, for M = 20, would be
In21 —InIn21 — 0.31 = 1.62.

5 Runtime verification of Linear Temporal Logic
formulae

Intuitively, runtime verification is the problem of checking if an execution
trace of some system enjoys a property [I2]. A common choice for a for-
malism to express properties is temporal logics and, in particular, Linear
Temporal Logics (LTL) [16]. In the following, we discuss runtime verifica-
tion of (some) LTL formulae by observing partial execution traces.

5.1 Background

In this section, we briefly recall standard definitions for LTL, and some
additional definitions that we use later in the paper.

Definition 13. Let A be a countable set of atomic formule, T represent
truth and L represent falsity. Then a formula is defined recursively as
follows:

e T and L are formule; if ¢ € A, ¢ is a formula;

e if v is a formula, ~p, X, Op, and Q¢ are formule;

o if v and ¥ are formule, then ¢ A Y, o V ¥, and Uy are formule.
A formula’s truth value is defined on a path in a Kripke structure.

Definition 14. A Kripke structure is a tuple (S, Sy, R, A, V), where S is
a finite set of states, Sy C S is a set of initial states, R C SxS is a
transition relation, A is a countable set of atomic propositions, and
V . 8 — 24 s a labeling function.

Definition 15. Given a Kripke structure K = (S, Sy, R, A, V), a path on
K is a sequence of states T £ s9S1...5, ... such that
Vi € N ’ (3i+1 c m™ = <3i,5i+1> € R)

Definition 16. Given a path @ £ 5981 ... 5p,... on a Kripke structure K,
the k-th postfix of T is the sequence T of states SpSp41---5n,- - ..

Definition 17. For LTL formule ¢ and ), a Kripke structure X 2 (S, Sy, R, A, V)
and a path ™ £ s9s1...5, in K,

e ifp € AUA{T, L}, m | piff ¢ € V(sg) oro=T;

e E o Vuyifr Epornm EY;mE o ANy iffm E @ and
G R



o1 = Xp iff it | o

e | Uy iffmr = ¢, orIk>0| (78 E o AVi|0<i<k | @ | o)
e = Op if IL>0 | o E o

e | Op iffVE>0 | 7% | ¢

Definition 18. Given a state s in a Kripke structure and a formula o,
s | ¢ if and only if there exists a path in K whose first state is s and

T E e

5.2 Partial paths

In this section, we define partial paths, which formalize the idea of incom-
plete execution traces.

Definition 19. Given a Kripke structure IC, a partial path on K is a
sub-sequence n of some path w on K; n is a sub-path of 1 (n T 7).

Definition 20. Given a Kripke structure K, a path @ = s0S1...55... on
IC, and a finite set T of natural numbers whose mazimum is M, 7w’s sam-
pling of shape I, w1, is the sequence of states s; such that s; is a state in 7
and i =q+ k(M + 1), for some k € Nandq € ZT.

Example 7. The sampling of a path 1 = sgs1...s16 of shape {0,1,3,6}
IS $05153565758510513514515-

Graphical representation of paths A path is represented graphically
as follows: a state s is represented as a node with label s; the set of atomic
propositions satisfied by each state is written above the corresponding node;
solid edges represent the sequence in the full path, and dashed edges repre-
sent the sequence in the partial path.

For example, in this representation the
complete path is composed of the states s, {a} {a,b} (b}

s1 and s9, while the partial path is com-
(o=

posed of the states sy and sy. State sg sat-
isfies the atomic proposition a, s satisfies . -
a and b, and s satisfies b.

5.3 Semantics in partial paths

In general, a partial path is not a path in the original Kripke structure (be-
cause two consecutive states are not in the transition relation). Therefore,
in order to give semantics to formulae on the partial path, an associated
Kripke structure can be defined as follows.



Definition 21. Let K £ (5,80, R, A, V) be a Kripke structure and 7 a
path in IC. Then, for each partial pathn = sosi...s,, withn T m, the as-
sociated Kripke structure K, = (S, Soy, Ry, Ay, Vi) is defined, where
S, is the set of states in m, So, = {so}, Ry £ {(si,si+1) | 0<i<n},
A, 2 A, and Vi, is the restriction of V' to S,.

The semantics of formulae on a partial path can then be defined as in
Defs. [17 and [18] where the relevant Kripke structure is the one associated
with the partial path.

5.4 Formula entailment in partial and full paths

In this section, we discuss logical relations between entailment of a LTL
formula in full and partial paths.

Box operator ()

Theorem 3. Ifn C «, thenm = Op = n E Op.

Proof. Let s be a state in n; then, by n C =, s € w. By hypothesis,
s | ¢. The same holds for any state in 7. O

The opposite does not hold:

{a} {} {a}
@ @ @ n | Oa, but 7 = Oa.

Diamond operator ()
Theorem 4. Ifn C w, thenm = Qp < n E Op.

Proof. Let s be the state in 1 such that s | ¢(such a state exists by hy-
pothesis). Sincen = 7, s € mie,ds € T | s E . O

The opposite does not hold:

{a} {a,b} {a}
@ @ @ 7 = Ob butn & Ob.

Next operator (X) No general result can be proved about X.

{} {a} {0}

e 7 = Xa, but Xa
OO O N
e L e | Xb, but 7 = Xb.

10



Until operator (U) In general, no implication can be proved about U.

{a,b} ﬁ’% {;s} ., = bUd, but 5 K bUd
N N N e 1 | aUc¢, but 7 = aUc

-
-

5.5 Event detection in LTL

The results in Section [5.4] are too weak to be of practical use. However, in
an application where (7) it is of interest to detect if a formula ¢ is entailed
by at least one state in a path (that is, to verify Og@ﬂ), and (1) it is known
that ¢’s truth follows a given pattern (e.g., ¢ is entailed by a number of
consecutive states, or it is entailed by a state, then by the following state,
then by the state that comes after four more states), the result of Theorem
can be applied.

First, we define formally what it means for a LTL formula’s truth to
follow a given (natural) pattern.

Definition 22. Given a natural pattern P, a formula ¢ is an LTL-event of
pattern P in a Kripke structure K if and only if for any path m 2 sgsi...sp
in kK, (Fk | sx E o) = Fi | (Vj € domP | sipj E @)

The following results allows to verify the occurrence of a LTL formula
by observing a sampling of a path, rather than the full path.

Theorem 5. Let ¢ be a LTL-event of pattern P on a Kripke structure K.
Let S¢ be a covering shape of P’s. Then, for each path m = sgs1...5y...
on K, m = Q¢ if and only if 1s, = Op.

Proof. If: by Theorem @, because 7s,, is a subpath of 7.

Only if: m = Op, s0 3k | s; | ¢. By Definition 22
Ji | Vj € domP | s; = @, 0l =1+ j). Such Is are the observability set
of an event of pattern P and offset i (see Definition[5]). Since S¢ is P’s cover-
ing shape, by Theoremthe setC & {q+k(M+1)|q € S¢ N k € N},
where M £ maxSc, intersects the observability sets of all the events of
shape P, that is, it contains at least one of the aforementioned Is.

Summarizing, there exists some [ with the following properties: (i)
s; € m, (i) I = ¢g+ k(M + 1), for some ¢ € Sc and k € N, and (ii7)
si E . But properties (i) and (ii) define indices of states that belong to
TSe, SO 8] € Ts; and because of property (iii), ms., = Op.

O

'If the formula is understood as a logical represenetation of an event, this amounts to
verifying the event’s occurrence.

11



6 Discussion

In this paper, we focussed on one-dimensional natural patterns. A first
generalization that comes to mind is to consider multi-dimensional natural
coordinate systems.

Another generalization is when events with different patterns can occur.
In this case, we can distinguish two cases: one where the value sets of the
patterns are disjoint (so an event can be immediately recognized), and the
other where, once an event is detected, more observations are required in
order to determine its pattern.

If more than one event is considered, complex events can be composed
from simple ones by conjunction, disjunction, sequence or negation (as in
event algebras [4]).

This brings out the opportunity to employ model-based diagnosis tech-
niques in general, namely efficient kernel diagnosis algorithms that detect
maximal intersections of hitting sets [6], and allow for detection of multiple
persistent and intermittent diagnosis[5].

In case detection of all events is not critical, one may consider further
reducing the number of observations, and estimate the probability of missing
an event; decision theory can be applied to find a trade-off between the costs
of observation and of failed detection.

Tools and techniques developed in the field of logic programming can be
used to go beyond event detection, in case of partial execution traces. In
particular, approaches based on abductive logic programming [10] and its
efficient implementation [2] appear appropriate, as abduction can be used
to formulate hypotheses on the state of the system in the time points not
subject to observation.

A first extension that comes to mind is to consider more than one type
of event. The occurrence of an event would be represented by an abducible
predicate. For instance, it can be of interest to express permissible combi-
nations of events, which may be expressed by means of integrity constraints;
or to express relations of expectancy of an event depending on the detection
of another.

For instance, the SCIFF abductive logic language [I] supports special
predicate H(a), meaning that event a happened, and abducible predicates
E(a) and EN(a), meaning, respectively, that event a is expected to happen,
or expected not to happen. Integrity constraints as H(a) = E(b) V E(c)
can be used as a guidance mechanism to perform detection: a’s occurrence
would trigger an attempt to detect the occurrence of b or ¢, in order to
satisfy the integrity constraint.

More generally, events sometimes have tell-tale side-effects, but which
are not guaranteed to happen — i.e., the side-effects either don’t always
follow if the event happens, or they may be side-effects of only a subset of
the whole event, so that while the side-effects may actually happen (and

12



even then with a probability) the complete event might not be there.

Also, if detected they may assure us the event occurred (though not being
formally part of the event) or simply allow to hypothesize that event or some
other event. The classical example in this case, framed using abduction, is
”the grass is wet”: did it rain during the night or was the sprinkler left on
or both? On the other hand, it may have rained but the grass no longer
being wet.

These tell-tale side-effects can be used heuristically as triggers to direct
attention and speed up event detection by going for the more likely events
first, given the side-effects. A Bayes net could be employed to code such
heuristic and probabilistic information. In particular, side-effects can be
tell-tale signs of intentions, which in turn lead to actions and events. This
connects the event detection issues to intention recognition, combining Bayes
nets with plan recognition, and combining uncertainty KR and rule KR in
general [14) [13]. [II] reports on a logic programming based system which
infers team of agents’ intentions from traces of agents’ action events and
observations.

Similar to side-effects, in a mirror-like way, one may have premonitions,
that is tell-tale prior-effects that may be omens of (sub-)events to follow,
for which all of the above can likewise be re-stated, with consequences for
heuristics leading to faster or priority event recognition.

The importance of the tell-tale signs, prior or posterior, can be evaluated
for significance and preferential compatibility. A case in point might be the
tell-tale signs concerning a possible natural disaster or deliberate attack,
with consequences for preventive or palliative measures. This raises the
issue of how can events be countered or forestalled. On the other hand,
positive events might be leveraged for greater benefit.

In case execution traces are being observed, but there is uncertainty
about observations, predictive lookahead can be used to remove uncertainty.
Same goes, regarding uncertainty removal, for retrospective hindsight (by
making observations about the past, cf. astronomy) in order to confirm or
disconfirm hypotheses about traces.

If the system being discussed can be controlled (such as a logic program
that can be evolved [7]), the problem can be viewed in the other direction,
i.e., how to update the system in order to have it generate the desired traces.

Such problems can have more than one solution. Preferences (now well
understood in the context of logic programming [I5]) can be used to rank
among solutions, or as a heuristics along with abduction or evolution [§].

Thanks to the recent advances in logic programming technology, one
may also think about trying to confirm and disconfirm an event at the same
time (using multi-threaded computations) and take decisions depending on
the first goal that succeeds.

In summary, the topic of runtime verification and event detection can
benefit from declarative logic programming because of the natural use of

13



logic programming, abduction, and event calculus for representing obser-
vations and actions, as well as and its implementation tools in general, in
order to support the topic’s ramifications and applications. The latter two
concern not just opening declarative programming to the new areas of mon-
itoring and control, but also the very use of runtime verification in program
correctness and runtime safety.

7 Conclusions

In this paper, we considered the problem of reducing the number of obser-
vations for reliable event detection. We showed that, when the observation
space can be modeled as the set of natural numbers, the number of observa-
tions can be significantly reduced. In this case, the problem can be reduced
to a NP-hard problem, but an approximation algorithm with good (theo-
retical and experimental) performance can be applied. We showed how the
result can be applied to runtime verification of temporal logic formulae. We
also discussed possible extensions and generalizations of the problem, and
argued for the use of logic programming techniques and systems to handle
increased sophistication.
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