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Abstract

We present an evaluation of Max-SAT and Pseudo-Boolean £BiBgrs
on a novel and interesting application domain involvingnpiag problems
with preferences expressed on actions preconditions egdéss. These are
over-subscription planning problems, i.e., planning peois in which not all
the goals can be satisfied, thus practically very importahgre a cost is as-
sociated to the violation of goals and/or actions precdomkt which include
all domains from the “SimplePreferences” track of the 5tieinational Plan-
ning Competition (IPC-5). Such benchmarks are reduced to-8&T and
PB problems, which provide two very natural ways to exprhi&sdituation.
We run a wide experimental analysis involving all best penfiog Max-SAT
and PB solvers, and all the domains from the “SimplePretm®htrack of
the IPC-5. Our analysis reveals what are the solvers théteahoment, per-
form best on these benchmarks, and identifies, at the sareedimallenging
Max-SAT and PB benchmarks that we plan to submit to the neattiations.

1 Introduction

Max-SAT and Pseudo-Boolean (PB) problems are two extensions of the we
known propositional satisfiability (SAT) problem. The goal of these tworexte
sions is to deal with optimization problems where costs, or weights, are assbcia
to the satisfaction/violation of clauses and/or variables of the problem. These
malisms allow an end user to naturally reason with integer numbers, which is one
of the main limitation of SAT, instead of relying on (somewhat complicated and/or
space consuming) encodings, e.g., [1, 2]. Given a formu(a CNF, i.e., a set

of clauses, a clause being a set of literals), in the “classical” Max-SAblem

the goal is to find an assignment to the variableg ithat maximizes the number

of satisfied clauses; in its partial variant there are both “hard” and™st#uses,
and the goal is to find an assignment that satisfies all hard clauses andysfma
the soft as possible. In a (linear) PB problem, an optimization function isatkfin
over the variables of the problem, which consist of a set of PB constraine
constraint is an extension of a SAT clause having integer coefficienta Andnd

on the “value” that the constraint can have, where variable’s truth iirgeyd as
0/1. In the linear case, PB problems correspond to 0-1 Integer Progran{tRin
problems, i.e., IP problems where variables are indeed interpreted ash@iksT
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to a series of evaluations [3,"4Ja number of benchmarks and efficient systems are
now available.

In this paper we present an evaluation of Max-SAT and Pseudo-Bo(#&)n
solvers on a novel and interesting application domain involving plannindeareb
with preferences expressed on actions preconditions and/or goalse @re over-
subscription planning problems [5, 6], i.e., planning problems in which nohall
goals can be satisfied, thus practically very important, where a cost isi@ssb
to the violation of goals and/or actions preconditions, which include all domains
from the “SimplePreferences” track of the 5th International Planning @ditigmn
(IPC-5Y [7]. Considering a fixed plan horizon (i.e., makespan), such benclsmark
are reduced to Max-SAT and PB problems, which provide two very natuags
to express this situation. The reduction is done in two stépsion-STRIPS prob-
lems of the IPC-5 are translated into STRIPS [8] problems, using state-&frth
techniques [9, 10] and toola\fL 2sTRIPS[11]); and (iz) a modified version of
the famoussATPLAN planner [12, 13] is run, at fixed makespan, on the result-
ing STRIPS problems to generate Max-SAT and PB instances. Specifinatig
first case the approach generates a Weighted Partial Max-SAT problact) is
a further extension of the Max-SAT problem in which a positive integer gy
associated to each soft clause, and the goal is to satisfy all hard cengesax-
imize the sum of weights associated to satisfied soft clauses; in the sed®nd, P
constraints correspond to SAT clauses. We have to note that a modelinghef pla
ning problems with preferences, expressed through the PDDL3 [l14andliage,
in 0-1 IP has been already presented in [15]; however, no implementatibexa
perimental analysis have been provided.

We run a wide experimental analysis involving all best performing Max-SAT
and PB solvers, and all domains in the “SimplePreferences” track of )P
which include (quantitative) preferences expressed on goals amtilmmsaprecon-
ditions. Our analysis reveals what are the solvers that, at the moment,mperfor
best on these benchmarks: results are often mixed considering diftknerains,
but the best overall solver i8INISAT + [16], a PB solver that relies on a compi-
lation into a series of SAT problems, which is able to solve the highest number of
benchmarks among the ones presented, usually in “short” time. At the same time,
our analysis identifies challenging Max-SAT and PB benchmarks that wetpla
submit to the next evaluations.

2 Modeing and Implementation

In the section we present in details how we have modeled the problem ofsintere
that we have highlighted in the previous section. We have evaluated the domain

!Seehttp://www.maxsat.udl.cat/09/ and http://www.cril.univ-artois.
fr/PB09/  for the last.

2http://zeus.ing.unibs.it/ipc-5/.

3This is confirmed by recent personal communications with Menkes eraBriel.



from the “SimplePreferences” track of the IPC-5 where plan metrics, maef
guantitative preferences, are expressed on goals and/or on aatmaongitions,

i.e., the Pathways, Storage, Trucks, Openstacks and TPP domains tGate
SATPLAN can only handle STRIPS domains, while such domains are non-STRIPS,
and some ADL [17] constructs are used, we have first adapted th&TBIPS
problems in the following way:

o the preferencésexpressed on actions preconditions are treated as follows:
each action containing such preference is expressed with two actions that
do not contain preferences. For both actions, the related prefei@ncela
is treated as hard, further negated in the second. The second action also
achieves a new dummy literal; and

e the goal preferences in the IPC-5 problems are translated into precosditio
of dummy actions, which achieve new dummy literals defining the new prob-
lem goals.

The treatment of actions preferences is inspired by the ones used ia][Ehd

an example is presented in Example 1, about instance #1 of the TPP domain. In
tuitively, the original actionirive can be executed even if the preference formula
p-drive is not satisfied (and a related casis paid). The actiorpdrive (resp.
dummyg,) takes into account idrive was executed and the preference was (resp.
not) satisfied. In the second case, a penalty has to be paid, and this is milmjcked
adding a new dummy literal as effegjo@l-p-drive, and the costv is applied to its
satisfaction).

Example 1. Theaction drive inthe original instance:

(:action drive
:parameters (7t - truck ?from ?to - place)
:precondition (and (at ?t ?from) (connected ?from ?to)
(preference p-drive (and
(ready-to-load goodsl ?from level 0)
(ready-to-load goods2 ?from level 0)
(ready-to-load goods3 ?from level 0))))
.effect (and (not (at 2t ?from)) (at ?t ?to)))

is expressed with the new actions pdrive and dummyg,:

“We consider that at most one preference formula in expressed pretbenditions of an action:
this is the case for all domains we consider in this paper. If this would nthidease, we should
consider their power set.



(-action pdrive

:parameters (?t - truck ?from ?to - place)

:precondition (and (at ?t ?from) (connected ?from ?to)
(ready-to-load goodsl ?from level 0)
(ready-to-load goods2 ?from level 0)
(ready-to-load goods3 ?from level 0))

.effect (and (not (at 2t ?from)) (at ?t ?to)))

(:action dummy,-
:parameters (?t - truck ?from ?to - place)
:precondition (and (at ?t ?from) (connected ?from ?to)
(not (and (ready-to-load goodsl ?from level 0)
(ready-to-load goods2 ?from level0)
(ready-to-load goods3 ?from level 0))))
.effect (and (not (at 2t ?from)) (at ?t ?to) (goal-p-drive)))

About goal preferences and metric, Example 2 shows how we deal with the
Example 2. (Soft) Goals and the metric in the original instance are of the form:
(:goal (and

(preference p4A (and (ready-to-load goods3 marketl level 0)
(loaded goods3 truckl level 0)))

(preference pOA (stored goods3 level 1))

)
(:metric minimize (+ (* 1 (is-violated pOA))

.(.*. 16 (is-violated p4A))
(* w (isviolated p-drive))))

For each goal preference we introduce a (dummy) action whose precondition
isthe preference, and the effect is a (dummy) literal, e.g., for preference p4A

(:action dummy-p4A

:parameters ()

:precondition (and (ready-to-load goods3 marketl level 0)
(loaded goods3 truckl level 0))

.effect (and (goal-p4A))).



At this point, no more “preference” construct is anymore in the problerterAf
this step, these new actions are compiled into (possibly multiple) STRIPS actions
by using an existing tool (we have usedL2sTRIPSbased on the LPG planner
(see, e.g., [18, 19]) The planning problem at hand defines a metric, i.e., a linear
function with costs associated to the violation of goals and/or actions priecond
tions: in our formulation, such costs are now associated to the (un)stitisfat
the newly introduced dummy literals, i.e., a state in which such literals hold (or
not)® If the cost is a real number, we have multiplied it by*, wheren is the
maximum number of (significant) decimal digits in the problem. Specifically, the
idea is to minimize the violation of preferences (expressed wgthi¢lated p) as in
PDDL3.0, having the following meaning: given a preferepgcis-violated p) takes
value1 if the preference is not satisfied, abatherwise [7]). With our formula-
tion, the new goal literals of introduced actions are reached when agmeteis
satisfied and this is “mimicked” by the related action’s execution. Thus, thracha
terization of the metric function in Example 2 can be expressed with the following
(linear) optimization function:

max: +1 x mw(goal-p0A) + ... +16 x w(goal-pdA) — Zﬂu x m(goal-p-drive;)

=1
(1)
wherer is a satisfying interpretation, andp) is 1 if p is true, and) otherwise.
Note thatw=1 in tppl. Eq. (1) considers the (simplified) setting in which ahly
STRIPS action has been created in place of a non-STRIPS action, waweeis
the same as the original action.

At implementation level, we have modifiethTPLAN at each makespan of the
SATPLAN's approach, until the optimal. Thus, our compilation allows to find plans
with optimal metrics at fixed makespan. Further, note that, while literals related to
goal preferences can be implicitly considered to hold only “at the end” litgda
i.e., at the final makespan, this is not the for the ones related to preconditains
can, in general, hold at any time stamps, unless we know that, instead, STRIP
actions can be only executed once (e.qg., this is the case for real-wortdmjado-
main like blocks-world and logistics). In this second case the optimization functio
is:

max: +1 w(goal-p0A) + ... +16 w(goal-p4A) — +w w(goal-p-drive)  (2)

The changes iSATPLAN were mainly related to the creation of formulas in Max-
SAT and PB formats instead of the DIMACS format for SAT formulas in Cogjun
tive Normal Form (CNF), by adapting the plain CNF creation to the new formats
Weighted Partial Max-SAT problems require an update to the CNF format to in-
clude in the header line a positive integer numbiep). top is a weight always

Shttp://zeus.ing.unibs.it/lpg/ , 1.e., the one used in the IPC-5.
81t is also possible to define the metric on actions with the related costs (ifeuy)Jike [9]. In
this paper, however, the definition is on states, similar to PDDL3.



greater than the sum of the weights of violated soft clauses. Then, &adec

in the CNF format is modified by adding a positive integer number: this integer
corresponds teop for hard clauses, while it is the related weight for a soft clause.
The PB format, instead, requires the following changes: assuknismthe number

of soft goals and actions preconditions, an optimization function of a fomites

in structure to Eq. (1) and Eq. (2) (in PB-like syntax):

max @ +wixr1 + weTg - - + Wik 3)

has to be explicitly added at the top of the instance, and then each SAT idause
expressed through the corresponding PB constraint. Assuming 0, the overall
reduction is achieved with a set of new variabtgsx, . . ., 2; involved in the op-
timization part (3), which are added as positive (resp. negative) liteeddh soft
goals and to each added effectsiafnmy action introduced (e.ggoal-p-drive in
dummyyg, action). Such new variables play the role of “preference selectora”: if
goal is reached, the related selector is negated, thus the correspoasisgs not
counted; on the contrary for each variables corresponding to actiefer@nces:
if the effect is reached, this means that we have to pay a cost, becalasitime
has been executed with unsatisfied soft preconditions. In Eq. (3),dhissponds
to the related weight counted (negatively).

3 Experimental evaluation

We have used the best solvers that have participated to Max-SAT andaRE-e
tions along the years, with emphasis on the (more recent) “Weighted Partthl” an
“OPT-SMALL-INT” categories, the last being part of PB evaluationg] arere
(i) PB constraints correspond to SAT clauges), there is no constraint with a sum
of coefficients greater thar?2(20 bits), and(4ii) the objective function is linear.
Specifically, the solvers we have considered araNIMIAX SAT ver. 1.0, based
on MINISAT+ ver. 1.13, WNAXSATz ver. 2.5, NCWMAXSATZ, MSUNCORE
ver. 1.2 and 4MINISAT + ver. 1.14,GLPPB ver. 0.28soLover. 3.0.17, SAT4J
ver. 2.1 and SCIBpPx ver. 1.2.0° MINIMAXSAT and SAT4J read instances in
both partial weighted Max-SAT and PB formats, thus they are evaluatedtbn b
formulations. Regarding MSMWCORE, we only show results for ver. 1.2, given
that the results for ver. 4.0 are very similar on the evaluated instances.

Given that the Weighted Partial Max-SAT and PB communities are mainly in-
terested in instances with solutions, we focus on the results obtained byrithesva
solvers on the first satisfiable Weighted Partial Max-SAT/PB instance gadegr

"Solvers have been downloaded frdrtip://www.Isi.upc.edu/ ~ fheras/docs/m.
tar.gz, http://www.minisat.se/MiniSat+.html, http://w ww.eecs.umich.
edu/ ~ hsheini/pueblo, http://forge.ow2.org/projects/sat4j/ ,http:
IIwww.csi.ucd.ie/staff/jpms/soft/soft.php, http://sc ip.zib.de/ , or

obtained by request to the authors. We have used the version submittectt@thations, or the last
available.



which corresponds to extensions of the first satisfiable SAT formula foipw
the SATPLAN approach. As we have already noted, in planning, such solutions
would correspond to optimal, i.e., minimum, in plan metrics, plans at fixed, opti-
mal makespan. Further, we consider the case where actions can beeaanost
once. We show all instances that we could compile withahe2sTRriPstool, and

then can be solved by at least one of the solvers. Some Pathways,orR? BRIl

to #16, Trucks from #3 to #7, and Openstacks #1 (as numbered in thB)IPC
stances could be compiled but not solved by any system (for the instahties

last two domains, checking even satisfiability is hardvianiSAT). They thus pro-
vide challenging benchmarks for state-of-the-art Max-SAT and PBesalvThe
timeout has been set to 900s on a Linux box equipped with a Pentium IV 3.2GHz
processor and 1GB of RAM. In the tables, “TIME” means that the inst&net
solved within the time limit. Results are presented in Figures 1-4 for the Path-
ways and TPP domains, given they are a consistent number, and in Tabids?

for the other domains. Figure 1 (resp. 2) contains the results for Max{&ap.

PB) and solvers on most of the Pathways instaneesxis contains instances,

as numbered in the IPC-5, whileaxis respective CPU times (in log scale). We
preferred this way of presenting the results, instead of the one in theS¥A&x-
evaluation, because it maintains the correspondence between the irstdribe
related solvers performance. In Figures 1 and 2 results are mixed: wtele o
one betweenNCWMAX SATZ and MINIMAX SAT is the best performing solver,
SAT4J is the only system able to solve all the instances presented. In Rigure
MINISAT + is the best overall performing solver, followed byMMAX SAT and
BsoLo. Figures 3 and %are structured as Figures 1 and 2. In Figure 3, on the
largest instances MIMAXSAT has superior performance than all other systems,
followed by SAT4J. Results on small instances are different, and the sxhaars
perform better. In Figure 4yINISAT+ shows the best performance followed by
BsoLoand MINIMAX SAT.

Tables 1 and 2 contain results for the Storage and Trucks domains: the firs
column is the instance (again, as numbered in the IPC-5), and the other solumn
contain the results for the various systems. Distinguish performancebtainex
by WMAX SATZ/INCWMAX SATZ andMINISAT + in the Storage domain, and by
MSUNCORE and MINIMAX SAT in the Trucks domain (even if only oR in-
stances, the behavior seems to be clear).

Overall,MINISAT + is the best performing system on the benchmarks analyzed,
given it is the only system able to solve all the instances presented within the time
limit, often in “short” time. This reminds and confirms results in the PB report [4],
whereMINISAT + showed best performance on instances containing a (vast) major-
ity of constraints corresponding to SAT clauses. Detailed observatiens éne
following. MINIMAX SAT and SAT4J, the solvers evaluated on both formulations,
show different behaviors: the first is better on PB instances, the destetter on
Max-SAT. About MNIMAX SAT, this is likely due to the fact that MiIMAX SAT

8GLPPB has not been considered here given it can not solve any instance.
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Figure 1: . Results of Max-SAT solvers on the Pathways domain.

] instancé\ MINIMAX SAT \WMAX SATZ \ INCWMAX SATZ \ MSUNCORE\ SAT4J\

storagel 0.21 0.03 0.01 0.01 0.32
storage? 0.44 0.04 0.01 0.02 0.65
storage3 0.59 0.05 0.02 0.07 1.45
storage4 0.71 0.1 0.04 0.22 2.8
storagey 58.79 0.81 0.45 TIME 16.35
storaget TIME 14.4 9.33 TIME 70.6
storage| TIME 21.19 25.09 TIME 365.53
trucks1 7.7 TIME TIME 0.74 359.17
trucks2 308.92 TIME TIME 17.93 TIME

Table 1: Results of Max-SAT solvers on Storage and Trucks domains.

is based on an (early) version miNISAT +. Pathways and Trucks domains share

an observation: all unsolved instances have more than 10K variable20ad

clauses. The significant difference in the ratioetween sum of the weights of sat-
isfied goals andop, which is much higher for Trucks, seems to be the reason for

different solvers to perform best of the Pathways and Trucks domaAitest ob-
servation is devoted to the excellent results of \AWWNBATZ and INCWMAX SATZ



PB solvers on Pathways instances
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Figure 2: . Results of PB solvers on the Pathways domain.

instance|| MINISAT+ | MINIMAXSAT | GLPPB | BSOLO | SAT4J| SCIPsPX
storagel 0.01 0.01 0.03 0.03 0.65 0.06
storage2 0.02 0.02 1.14 0.32 1.91 0.2
storage3 0.08 0.03 TIME | 0.46 4.15 0.38
storage4 0.21 0.09 TIME | 0.97 9.7 0.9
storage§ 2.47 2.87 TIME | 62.76 | 48.18 4.38
storagef 4.99 7.83 TIME | TIME | 151.35| 140.52
storage7| 36.08 TIME TIME | TIME | 678.74| 51.66
trucks1 5.19 3.11 TIME | 119.59| TIME TIME
trucks2 | 385.07 54.84 TIME | TIME | TIME TIME

Table 2: Results of PB solvers on Storage and Trucks domains.

on the Storage domain: large instances are characterized by a veryumdien
of variables, clauses, soft goals and This is quite surprising, wrt the dimen-
sion of the instances, given they are “look-ahead” solvers. By itigpeof their
behaviors, the reason seems to be the very good bounds they providly.initia
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Figure 3: . Results of Max-SAT solvers on the TPP domain.

4 Conclusions

We have presented an experimental analysis on over-subscriptioringamob-
lems from the IPC-5 with quantitative preferences on goals and/or actiensrp
ditions, expressed (at fixed makespan) as Max-SAT and PB problenesarial-

ysis reveals which, at the moment, is the best system on these benchrmarks, a
identifies challenging benchmarks that we plan to submit to the next evaluations
Future work includes the modeling and evaluation of instances from otlebIP
and IPC-6 domains. The ultimate goal is to extend the planning as satisfiability
framework, andsATPLAN, to effectively reason with planning with preferences,
e.g., actions preconditions, soft goals and action costs, by means afaioado

a series of Max-SAT/PB problems, and comparing the resulting satisfiability pla
ner with state-of-the-art in the fields such as S@® [20, 21] and QMER [22].

A preliminary step towards the last point is presented in [23].
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PB solvers on TPP instances
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