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Abstract— In this paper, we have investigated the use of 
genetic-based feature selection (GEFeS), genetic-based 
feature weighting (GEFeW) on feature sets obtained by 
Eigenface and LBP. Our results indicate that GEFeS and 
GEFeW enhances the overall performance of both the 
Eigenface and LBP-based techniques. Compared to 
Eigenface hybrid, our result shows that both LBP and 
oLBP hybrids perform better in terms of accuracy. In 
addition, the results show that GEFeS reduces the number 
of features needed by approximately 50% while obtaining 
a significant improvement in accuracy.  
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I. INTRODUCTION 
Feature Selection is a computational technique that 

attempts to identify a subset of features that are most relevant 
to a particular task (such as biometric identification) [1]. The 
ideal feature selection technique removes those features that 
are less discriminative and keeps those features that have high 
discriminatory power. A number of feature selection 
techniques have been developed and can be classified as: 
Enumeration Algorithms (EAs), Sequential Search Algorithms 
(SSAs), and Genetic Algorithms (GAs). EAs guarantee the 
optimal subset of features by evaluating all possible subsets of 
the features. This works well for a very small sized feature 
sets, however, it is computationally infeasible when the size of 
the feature set is large [2]. 

 SSAs attempts to divide a feature set, U, into two subsets 
of features, X, and Y, where X denotes the selected features 
and Y denotes the remaining ones. Based on user specified 
criteria, SSAs select the least significant features from the 
subset X and moves those features into Y while selecting the 
most significant features from Y and moving them into X. 
While SSAs are suitable for small and medium size problems, 
they are too computationally expensive to use on large 
problems [2]. 

GAs attempt to find an optimal (or near optimal) subset of 
features for a specific problem [3, 4, 5, 6, 7, 8, 9, 10]. First, a 
number of individuals or candidate Feature Subsets (FSs) are 
generated to form an initial population. Each FS is then 
evaluated and assigned a fitness obtained from the evaluation 

function specific to the problem at hand. Parents are then 
selected based on fitness. New FSs are produced from the 
selected parents by the processes of reproduction. Survivors 
are selected from the previous generation and combined with 
the offspring to form the next generation. This process 
continues for user specified number of cycles. 

This work is an extension of the research performed by 
Abegaz et. al [10]. In their work, Abegaz et al. used Genetic 
and Evolutionary Feature Selection (GEFeS), GEFeS+ (which 
is a co-evolutionary version of GEFeS) , and Genetic and 
Evolutionary Feature Weighting (GEFeW), Eigenface 
algorithm. In their work, Abegaz et. al. reported that Eigen-
GEFeS, Eigen-GEFeS+, and Egen-GEFeW  enhanced  the 
overall performance of the Eigenface method while reducing 
the number of features needed. Comparing Eigen-GEFeS, 
Eigen-GEFeS+, and Eigen-GEFeW, they reported that Eigen-
GEFeW  performed best in terms of accuracy even though it 
used a significantly larger number of features as compared to 
either Eigen-GEFeS or Eigen-GEFeS+. In this paper, we 
extend the work of Abegaz et. al compare GEFeS, GEFeS+, 
and GEFeW hybrids using Eigenface, LBP, and overlapped 
LBP (oLBP).  

Our work is partly motivated by the research of Gentile et. 
al [11, 12]. Gentile et. al proposed a hierarchical two-stage 
process to reduce the number of feature checks required for an 
iris-based biometric recognition system. The claimed that a 
shorter representation of the iris template by pre-aligning the 
probe to each gallery sample and generate a shortlist of match 
candidates. Our target is a similar system for Face 
Recognition (FR) based on short length biometric templates 
that are able to achieve higher recognition accuracies. 

The remainder of this paper is as follows. Section II 
explains the feature extraction techniques used as input for the 
GEFeS, GEFeS+, and GEFeW. Section III provides an 
overview of GEFeS, GEFeS+, and GEFeW. Section IV 
presents our experiment, and in Section V we present our 
results. Finally, our conclusions and future work are presented 
in Section VI. 

II. FEATURE EXTRACTION USING EIGENFACE, LBP, AND OLBP 
In a typical biometric system, the task of sample acquisition 

and feature extraction are always performed [13]. Sample 
acquisition is the gathering of biometric traits such as 
fingerprints, iris scan, periocular images, or facial images. 



From the acquired sample, feature extraction is performed to 
create a feature vector to be used for comparison. In the case 
of a facial biometric sample, Eigenface and LBP are 
commonly used feature extractors. For a typical feature 
extractor, the pre-enrolled images (and their associated feature 
vectors) are stored in a database commonly referred to as 
gallery [13], while newly acquired images (and their feature 
vectors) are called probes [13].  

For Eigenface based feature extraction [14], each image in 
the training dataset was converted into a single vector. This 
conversion is necessary because one needs a square matrix 
(transformation matrix or covariance matrix) to compute the 
Eigenvectors (Eigenfaces) and the Eigenvalues .  The gallery 
images have been used to construct a face space spanned by 
the Eigenfaces. Each image is then projected into the face 
space spanned by the Eigenfaces. 560 discriminatory feature 
weights were extracted for each image and stored for the 
feature selection experiments.  

For LBP based feature extraction [15, 16], an image is first 
divided into several patches (blocks) from which local binary 
patterns are extracted to produce histograms from every non-
border pixels. The histogram obtained from each patch is 
concatenated to construct the global feature histogram that 
represents both the micro-patterns and their spatial location. In 
other words, the histograms contain description of the images 
on three different levels of localities. The first one indicates 
that the labels for histograms contain information about the 
pattern on a pixel level. Second, the summation of the labels 
obtained in the patch level to produce the information on a 
regional level. Finally, the histograms at the regional level are 
concatenated to produce the global descriptor of the image.  

The standard LBP uses those labels which have at most one 
0-1 and one 1-0 transitions when viewed as a circular bit 
string. Such labels are known as uniform patterns [17] For 
uniform pattern LBP, every patch (block) consists of���� �
�� � 	 bins where 
�
 � ��represents the bins for the patterns 
with two transitions [18]. The remaining three bins represents 
the bins for the patterns with 0 transitions (all zeros 
(00000000) and all ones (11111111), and for all non-uniform 
patterns (bin that represents more than two transitions) [18].  
The total number of histogram is computed using the formula, 
��
�
 � �� � 	� , where ��represents the number of blocks 
and P represents the of sampling points. For our research, we 
use � =8, and � =36 to obtain a feature vector of 2124. 

oLBP based feature extraction [18] is a variant of LBP that 
attempts to include the internal border pixels that are left out 
during the process of logical portioning on the standard LBP 
feature extraction method. This is done by logically 
overlapping the patches horizontally, vertically, and both 
horizontally and vertically with a one pixel overlap.  This 
provides information to determine whether including the 
middle border pixels have impact on the recognition rate of 
the LBP based face recognition algorithm.  

 
 
 
 

III. GEFES, GEFES+, AND GEFEW 
GEFeS, GEFeS+, and GEFeW were designed for selecting 

and/or weighting the most discriminatory features for 
recognition. GEFeS, GEFeS+, and GEFeW are instances of a 
Seady State GA(SSGA) with in eXplanatory Toolset for the 
Optimization Of Launch and Space Systems (X-TOOLSS) 
[19]. In order to describe GEFeS, consider the following 
feature vector. 

 

 
Figure 1: Sample feature vector 

 
Furthermore, consider the vector shown in Figure 2 as a 

candidate real-coded feature mask.   
 

 
Figure 2: Real-Coded Feature Mask 

 
For GEFeS a masking threshold value of 0.5 is used to 

create a binary coded candidate feature mask which will be 
used as condition for masking features. If the random real 
number generated is less than the threshold (0.5 in this case), 
then the value corresponding to the real generated number is 
set to 0 in the candidate feature mask vector or 1 otherwise. 
The candidate feature mask is used to mask out a feature set 
extracted for a given biometric modality. Figure 3 shows the 
candidate binary coded feature mask matrix obtained from the 
random real numbers generated in Figure 2. The masking 
threshold value is applied on the real numbers to obtain the 
binary representation 

 

 
Figure 3: Binary coded candidate feature mask 

When Comparing the candidate feature mask with the 
feature matrix, if a position corresponding to the feature 
matrix value in the candidate feature mask is 0 then that 
feature value will be masked out from being considered in the 
distance computation. Figure 4 shows the result of the features 
in Figure 1 when feature masking (Figure 3) is applied to a 
feature vector. 

 

 
Figure 4: The Resulting feature vector after feature 

masking 
 

GEFeS + is a co-evolutionary version of GEFeS where that 
instead of using the static threshold value of 0.5, we evolve a 
threshold value between 0 and 1. So each random number 
generated using a uniform distribution has a masking 



threshold value that determines whether the feature 
corresponding to features is masked out or not.  

For GEFeW, the real-coded candidate feature mask is used 
to weight features within the feature matrix. The real-coded 
candidate feature mask value is multiplied by each feature 
value to provide a weighted feature. If the number generated 
is 0 (or approximately equal to 0) the feature value is 0, which 
basically means that the feature is masked.  

As given in Equation 1, the fitness returned by the 
evaluation function is the number of recognition errors 
encountered after applying the feature mask multiplied by 10 
plus the percentage of features used. The selection of the 
parent is based on smaller fitness values because the 
optimization goal is to reduce the number of recognition 
errors (i.e. increasing the accuracy) while reducing the number 
of features. 

 
������ � ������������������ � �� ���������������         (1) 
 

IV. EXPERIMENTS 
The dataset used in this research is a subset of the Face 

Recognition Grand Challenge (FRGC) dataset [20]. In our 
dataset, 280 subjects were used, with each subject having a 
total of 3 associated images with it. Out of 840 images, 280 
were used as probe and 560 images were selected for training 
images. The images had passed the pre-processing stages such 
as eye rotation alignment, histogram equalization, masking 
resizing (each with 225 by 195), and conversion of the images 
into greyscale.  

For the GEFeS, GEFeS+, and GEFeW, the inputs used 
were the features extracted using Eigenface, LBP, and oLBP 
feature extraction methods. These methods were used on a 
subset of the FRGC dataset.  This subset was selected because 
it contains a variety of imaging conditions such as different 
ethnic origins, frontal images that were neutral, and frontal 
images that had facial expressions.  

 
The objective of this experiment is to compare the impact 

of applying GEFeS, GEFeS+, GEFeW on the Eigenface, LBP, 
and oLBP based feature extraction methods.  

V. RESULTS 
For our experiment, nine GEFeS, GEFeS+, GEFeW 

instances were used. These instances all have a population 
size of 20, Gaussian mutation rate of 1 and mutation range of 
0.2. The Mutation rate value of 1 implies that all children 
(100%) must undergo mutation. The mutation range provides 
a window from the current value (obtained value after 
recombination) that the new value will be mutated. 
Furthermore, they were each run a total of 30 times with a 
maximum of 1000 function evaluations. GEFeS, GEFeS+, and 
GEFeW were designed for selecting and/or weighting the 
most discriminatory features for recognition. Our results are 
shown in Tables I. 

In Table I, the columns represent the method used, the 
percentage of the average features, the average accuracy, and 
the best accuracy obtained. The percentage of the average 

accuracy is computed using the results obtained from the 30 
runs. The best accuracy is selected from the run that resulted 
in the smallest number of errors.  

ANOVA and t-Tests were used to divide the GEFeS, 
GEFeS+, GEFeW instances and the baseline algorithms into 
equivalence classes. As shown in Table 1, comparing the 
baseline algorithms, the Eigenface method performs best. The 
results show that when using 100 percent of the features, the 
maximum accuracy obtained for the baseline LBP was 
70.36%.  While the BaselineLBPBest performs slightly better 
than the baseline BaselineLBP, it still uses the entire feature set 
As can be seen in Table 1, applying GEFeS on the feature set 
extracted by  the standard LBP significantly improves 
accuracy from a 70.36% to  96.62%. This result shows that 
GEFeS is actually masking out those features which are less 
relevant for recognition. This improvement in accuracy comes 
also with a reduction in the number of features used for 
recognition.  

TABLE I 
EXPERIMENTAL RESULTS   OF THE LBP BASELINE, OLBP AND 

THE EIGENFACE METHODS 
Methods Number of  

Features Used  
%  
Accuracy 

Best 
Accuracy 

BaselineLBP  
BaselineoLBPbest  
BaselineEigenface 

2124 70.36 70.36
2124 70.71 70.71 
560 87.14 87.14 

Eigen-GEFeS 
LBP-GEFeS 
oLBP-GEFeS 

291.2 86.67 87.85 
1022.1 96.62 97.14
1018.46 96.43 96.79 

Eigen-GEFeS+ 
LBP-GEFeS+ 
oLBP-GEFeS+ 

476 88.48 88.92 
463.24 96.52 97.14 
446.89 96.50 97.14 

Eigen-GEFeW 
LBP-GEFeW 
oLBP-GEFeW 

492.8 91.42 92.5 
1865.29 95.33 95.71 
1865.08 95.33 96.07

 
Compared to GEFeS and GEFeS+, all of the results show 

that GEFeW used a larger number of features. Using a larger 
number of features brings a better result in the case Eigen-
GEFeW as compared to Eigen-GEFeS, and Eigen-GEFeS+. 
Surprisingly, in the case of LBP-GEFeW and oLBP-GEFeW 
the result is the opposite. Utilizing a significantly larger 
number of features actually decreases the accuracy for both 
LBP-GEFeW and oLBP-GEFeW as compared to their 
corresponding methods. 

 LBP-GEFeS, LBP-GEFeS+, oLBP-GEFeS, and oLBP-
GEFeS+ fall in the best equivalence class with respect to 
accuracy. This means that there is no statistical difference 
among them. All performed well in terms of reducing the 
number of features needed and in producing a significant 
improvement in accuracy from their corresponding baseline 
methods. 
Figure 1 shows the Cumulative Match Characteristic (CMC) 
curve for the BaselineLBP, BaselineoLBPbest, BaselineEigenface and 
for the methods that fall in the first equivalent class. As can be 
seen from the Figure 1, LBP-GEFeS, LBP-GEFeS+, oLBP-
GEFeS, and oLBP-GEFeS+ obtain approximately 97.5% 



accuracy at rank 10. However, both BaselineEigenface and Eigen-
GEFeS performed well (approximately 96%) at rank 10. 
BaselineLBP performed relatively poorly in terms of accuracy.  

 

 
Figure 5: Comparisons of CMC results for baseline and the 

best performing algorithms   
 

VI. CONCLUSION AND FUTURE WORK 
Our results using GEFeS, GEFeS+, and GEFeW suggests 

that hybrid GAs for feature selection/weighting enhances the 
overall performance of the Eigenface, LBP, and oLBP 
methods while reducing the number of features needed. When 
comparing the baseline accuracy, the Eigenface method 
performed far better than both LBP and oLBP. However, the 
hybrid GAs result show that both LBP and oLBP hybrids 
performed much better than the Eigenface hybrid method. 

Our future work will be devoted towards the investigation 
of  GEFeS, GEFeS+, and GEFeW based on other forms of 
Genetic and Evolutionary Computation[21, 22, 23, 24] 
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