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Abstract

The Internet has made available an enormous

quantity of information to a disparate variety

of people. The amount of information, the

typical access modality (i.e. browsing), and

the open growth of the Net, force the puz-

zled user to search the information of interest

in a labyrinth of billions of links. This is very

di�erent from traditional database querying,

where the user has just the duty of specifying

which are the data s/he wants to retrieve. We

argue that, in order to provide the user with

a powerful and friendly query mechanism for

accessing information on the Web, the criti-

cal problem is to �nd e�ective ways to build

models of the information of interest.

In this paper we motivate the above obser-

vation by presenting notable attempts to con-

struct systems which model the information in

the Web following di�erent approaches. We

�rst classify such systems in two categories,

as being based on Database or Knowledge

Representation techniques, and discuss their

main advantages and disadvantages. Then,

we briey introduce an integrated approach,

in which Knowledge Representation mecha-

nisms and reasoning capabilities are coupled

with traditional Database features, such as ef-
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�cient data management and query optimiza-

tion.

1 Introduction

The growth of the Internet has dramatically changed

the way in which information is managed and accessed.

We are moving from a world in which the information

management was in the hand of a few devotees to a

widespread di�used information consumption. Along

with the excitement, there is also the recognition of

the undeferring need for e�ective and e�cient tools

for information consumers, who must be able to eas-

ily locate, in the Web, disparate information, ranging

from unstructured documents and pictures to struc-

tured, record-oriented, data. When doing this, one

cannot just ask for the information s/he is interested

in, instead one has to search for it. If the information

happens to be found, it is scattered everywhere, in a

piecemeal fashion. An appealing alternative is to allow

the user to place a query and get a single integrated

result. We argue that in order to provide the user with

a powerful and friendly query mechanism for accessing

information on the Web the critical problem is to �nd

e�ective ways to build models of the information of

interest.

The present paper aims at motivating the above

observation, by discussing notable attempts to con-

struct systems following this information modeling ap-

proach, here called Global Information Management

Systems (GIMSs). The main goal of such systems

is to provide a framework to integrate di�erent and

heterogeneous information sources into a common do-

main model. An information source can be an on-line

database/knowledge base accessible through the Web

or a simple HTML page or a plain text �le. Infor-

mation units are individual elements of information

coming from information sources. The user interacts

with the GIMS as a whole information system, so that

s/he can ignore the data schema used in the sources
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and access information using a query-answering mech-

anism.

Popular keyword-based search engines can be re-

garded as �rst generation GIMSs that use feature-

based representations (or keyword representations),

modeling documents through feature vectors. Such

representations make it easy to automatically classify

documents, but o�er limited capabilities for retrieving

the information of interest, still burying the user under

a heap of disomogeneous information.

In order to overcome such limitations, GIMSs need

more sophisticated methods for representing informa-

tion sources. Such methods can be roughly classi�ed

as being based on Database or Knowledge Representa-

tion techniques. The di�erences between the two ap-

proaches can be characterized by using a terminology

that is borrowed from the literature on Data Ware-

house. In a Database perspective the goal is to build a

fully materialized Data Warehouse of the information

in the Web. Conversely, Knowledge Representation

based methods provide a solution that is close, in prin-

ciple, to the idea of fully virtual Data Warehouse, in

that non speci�c information is recorded locally, while

the ability to answer queries relies on methods for dy-

namically accessing the information sources. In the

following, we briey compare the two approaches and

show their main advantages and disadvantages.

A fully materialized approach carries a number of

advantages in the ease and e�ectiveness of access once

the data is stored in the database. However, it raises

a number of issues that basically amount to the prob-

lem of database construction and maintenance. The

need for modeling information is addressed by the con-

struction of a conceptual schema of the information

domain and by the realization of procedures for ex-

tracting the information to be stored based on the

conceptual schema. We shall see that either there are

strong assumptions on the structure and organization

of the information sources or the issue is left to (user-

made) ad hoc solutions. Another question that needs

to be addressed in this kind of frameworks is that the

dynamics of the information sources raises a mainte-

nance problem for the materialized data.

On the other hand, a fully virtual approach is better

suited to cope with the dynamics of the information

sources, while it can be problematic with respect to

the response time. In a knowledge based approach the

idea is that the system handles an explicit representa-

tion of the information sources, which is used at query

time to access the suitable information sources. The

various proposals di�er in their capabilities to handle

lack of structure, incompleteness and inaccuracy of the

information sources.

2 Database approaches

In the Database community we �nd two kinds of

proposals: systems to integrate di�erent information

sources and declarative languages to query the Web.

In the �rst case the idea is to regard the WEB as

a federation of databases. With the di�erence that

database federations typically rely on the presence of a

schema describing the sources and on highly structured

data, while Web documents are usually unstructured

or semi-structured.

One example of this �rst approach is Tsimmis

[CGMH

+

94], which describes the common schema

with the OEM (Object Exchange Model) language.

The associated query language, OEM-QL, is an SQL-

like language. Tsimmis makes use of translators to

translate both data objects into a common informa-

tion model and queries into requests for an information

source, while mediators embed the knowledge needed

for processing a speci�c type of information, once the

content of information sources is known. Each me-

diator needs to know which sources it will use to re-

trieve information. Therefore, a model of information

sources has to be explicitly speci�ed, but it is possi-

ble to work without a global database schema. Clas-

si�ers and extractors can be used to extract informa-

tion from unstructured documents (e.g. plain text �les,

mail messages, etc.) and classify them in terms of the

domain model. The classi�er/extractor components

of Tsimmis is based on the Rufus system [SLS

+

93].

Rufus uses an object oriented database to store de-

scriptive information about user's data, and a full text

retrieval database to provide access to the textual con-

tent of data.

Another proposal along these lines is constituted

by the ARANEUS Project [AMM97], whose aim is to

make explicit the schema according to which the data

are organized in so-called structured servers, and then

use this schema to pose queries in a high level lan-

guage instead of browsing the data. Even though the

ability to construct structured description of the in-

formation in the Web enables the system to answer

e�ectively user queries, the approach has the following

drawbacks that are typical of a Database perspective:

1) Araneus works only on a particular kind of Web

sites and pages, which have a clearly speci�ed struc-

ture, not on generic ones; 2) the user has to completely

specify the relational schema corresponding to the site

data; there is no automatic translation from the site to

the database; 3) there is no hint for automatic search

and conceptualization of WWW sites similar to pro-

totypical ones indicated by the user.

A second research line that is worth mentioning

involves the development of declarative languages to

query the Web. Note that this approach is weakly re-
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lated with the idea of modeling the information stored

in the Web sites. The main idea is to model the

Web document network topology (in particular, in

[MMM96] a \virtual graph" is used to represent the

hypertextual documents in the Web), and to provide

the user with a query language enriched with primi-

tives for specifying query conditions on both the struc-

ture of single documents and their locality on the net-

work. However, the user has no chance to query the

Web information content. Relevant Web query lan-

guages proposed in literature are W3QL [KS95], We-

bLog [LSS96], WebSQL [MMM96].

As we said above, systems using a Web query lan-

guage do not maintain a global model of the applica-

tion domain, instead they allow the user to interact

in a transparent way with Web search engines or in-

dexes built from robots. Many of the problems one

encounters using indexes, such as information changes

or lack of representation of document structures, are

not addressed in these systems. However, the possi-

bility of capturing the structure of a hypermedia net-

work, explicitly describing links between documents,

and the introduction of the \query locality" concept

to measure the cost to answer a query, are important

elements, that need to be taken into account in the

development of e�ective and e�cient systems.

3 Knowledge-based approaches

Knowledge-based GIMSs are systems using a Knowl-

edge Representation approach for information source

representation, data acquisition and query processing.

Many logical frameworks are used to represent infor-

mation and reason about them.

The main design element for these systems is the

Knowledge Representation language. Also relevant are

automatic data acquisition techniques, that are useful

to build and update knowledge bases, as well as query-

planning techniques, adopted to answer user queries.

As for the Knowledge Representation language and

data acquisition aspects, let us remark that a GIMS

needs to represent both the application domain and

the content of the information sources. Usually a sin-

gle Knowledge Representation language is adopted.

One typical example is constituted by Description

Logic, which is suited to represent taxonomic knowl-

edge.

In addition, a basic feature for a GIMS is the pos-

sibility of identifying interesting information sources

unknown to the user and to automatically gather from

them relevant information units. In other words, tools

to scale up with the growth of the information space

are needed.

The discovery of new information sources, the ex-

traction of information units within them and the in-

terpretation of data coming from these sources are all

problems related to information acquisition. This is-

sue is rarely addressed in most systems, as they force

the user to hand-code information source models. The

main exceptions are ShopBot and ILA [PDEW96].

ShopBot addresses the extraction problem learning

how to access an on-line catalog (via an HTML form)

and how to extract information about products. It

uses an unsupervised learning algorithm with a small

training set. Whereas ILA (Internet Learning Agent)

is focused on the interpretation problem. It learns how

to translate information source output into the domain

model, using a set of descriptions of objects in the

world.

It is worth noting that, especially when dealing with

the automatic discovery and integration of information

sources, the vocabulary problem is one of the most

critical ones. The presence of possibly di�erent terms

representing the same concept in the description of a

source or an information unit is a signi�cant exam-

ple. At least three possibilities have been explored to

face this problem: 1) unique vocabulary, that is forc-

ing the description of information sources and domain

model to share the same vocabulary; 2) a manual map-

ping, that is relationships between similar concepts are

hand-coded; 3) automatic (or semi-automatic) map-

ping, in which the system takes advantage of existing

ontologies that provide synonym, hypernym and hy-

ponym relationships between terms. The use of hy-

pernym and hyponym relationships is a powerful tool

to solve questions about the terminology, but involves

loss of information when generalizations of terms are

used.

As for query answering, a signi�cant body of work

on agents able to reason and make plans has been de-

veloped. In this case, the representation of the infor-

mation sources is known to the system. The use of

planning techniques to retrieve information requested

by a user query has been very common in this context

and is in general aimed at introducing a certain degree

of exibility in exploring the information sources and

extracting information from them.

For instance, in Information Manifold [LRO96] the

content of information sources is described by query

expressions that are used to determine precisely which

sources are needed to answer the query. The plan-

ning algorithm �rst computes information sources rel-

evant to each subgoal, next conjunctive plans are con-

structed so that the soundness and completeness of

information retrieval and the minimization of the num-

ber of information sources to be accessed are guaran-

teed. In this system, interleaving planning and execu-

tion is a useful way to obtain information for reducing

the cost of the query during plan execution.

SIMS [AKS96] de�nes operators for query refor-
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mulation and uses them to select relevant sources

and to integrate available information to satisfy the

query. Since source selection is integrated into the

planning system, SIMS can use information about re-

source availability and access costs to minimize the

overall cost of a query.

A �nal note is on the closed world assumption

adopted by all the above systems. That is, they work

on the assumption that the domain model contains all

information needed and that all unavailable informa-

tion does not exist. On the contrary Internet Softbot

[EW94] provides a framework to reason with incom-

plete information, executing sensing actions to provide

forms of local closure, i.e., to verify the actual presence

of information in the source during plan execution.

4 Web-At-a-Glance (WAG)

The work briey surveyed in the previous sections

shows the e�orts that have been separately made by

both the database and the knowledge representation

communities to �nd e�ective ways to model the in-

formation contained in the Web. However, there

are still many open problems and signals that let

us favour an integrated approach, trying to combine

the di�erent contributions and harmonize the con-

trasts. This is the idea we are following in the WAG

(Web-At-a-Glance) project [CCNS97], by coupling a

database conceptual model (namely the Graph Model

[CSA93, CSC97]) and its environment to interact with

the user [CCC

+

96] with the Classic knowledge rep-

resentation system [BBMA89], in a system aiming to

semi-automatically build conceptual views over infor-

mation extracted from various Web sites and to allow

the user to query such views.

The main di�erences with other Database ap-

proaches (e.g. Tsimmis and ARANEUS) are the fol-

lowing.

1. Instead of requiring an explicit description of

the sources, WAG attempts to semi-automatically

classify the information gathered from various

sites based on the conceptual model of the do-

main of interest.

2. The result of such a classi�cation is fully materi-

alized. The idea is that a certain degree of inac-

curacy in the classi�cation is acceptable in \un-

known" domains. In order to make feasible the

site conceptualization, a set of tools are available

to match the information acquired visiting new

sites with the domain model owned by the sys-

tem.

3. WAG provides a visual interface to query the

databases (each one related with a speci�c domain

or sub-domain) resulting from the integration of

the information extracted from the various sites.

WAG
Engine

HTML
Browser

User
Interface

THE
WEB !

HTML
HOT
SITE

WAG
Querier

WEB
DataBase

Figure 1: The System Architecture

In this section we present the architecture of WAG.

In Fig. 1 the main components of the system are

shown. WAG has a highly modular architecture, in

which several components cooperate to accomplish

the task. The user interacts with the user interface

that allows for switching among a conventional HTML

browser, a WAG querier, and the WAG engine. Each

time the user meets a site containing pieces of infor-

mation about a relevant matter s/he can activate the

WAG engine in order to analyze it.

The WAG engine reaches the site pointed out by

the user and collects the HTML pages belonging to

it. Once the site pages are locally available, the WAG

Engine starts its analysis. In doing that, some addi-

tional information on the domain of interest is needed;

it is provided either by the system knowledge base or

by the user, through an interactive session. In the

latter case, the pieces of information gathered by the

user are added to the knowledge base for further reuse.

The main objective of the analysis process is to asso-

ciate with the site under observation a conceptual data

schema and to populate it. The results of such a pro-

cess, that may again involve the user in an interactive

fashion, are stored in the WEB DataBase. More pre-

cisely, the WEB DataBase contains both the data and

the locations in which such data are available (e.g., the

page URL, the page paragraph, etc.).

Once the site has been fully analyzed, the user is

provided with a new powerful way to access the in-

formation stored in the site itself: s/he can query the

WEB through the WAG Querier, according to sev-

eral query modalities provided by the system. The

WAG Querier handles all the phases needed to an-

swer a user query: query formulation, query distri-

bution, and query result presentation. In particular,

it provides the user with a multiparadigmatic visual
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environment (see [CCC

+

96]), equipped with di�erent

visualizations and interaction mechanisms, including

a synchronized browser on the database schema and

instances and several ad-hoc features for interacting

with multimedia data.

Below we focus on the two main submodules of the

WAG engine: The Page Classi�er and the Conceptu-

alizer.

The Page Classi�er analyzes the structure of the

pages and classi�es them as belonging to certain pre-

de�ned categories. The categories are di�erentiated

based on the various contribution they can give to

the subsequent conceptualization phase, e.g. the home

page of an individual will become an instance of some

class, while the index page of a University will be

transformed into a conceptual subschema; a page con-

taining a form will provide a sketch of the underlying

relational database, etc.

The Conceptualizer is the core of the system. It

builds a conceptual schema from the HTML pages of

a certain site, and then populates the schema with

di�erent kinds of instances (e.g., URL, tuples, multi-

media objects, etc.) extracted from the site.

The Conceptualizer relies on two formal models,

which are strictly related. The �rst one is an object-

based data model, the Graph Model. It has two im-

portant features: 1) it is semantically rich; 2) it is

equipped with a relationally-complete set of graphi-

cal query primitives, which have been already used as

formal basis for a multiparadigmatic visual interface

[CCC

+

96]. A Graph Model DataBase (GMDB) is a

triple < g; c;m >, constituted by: 1) an intensional

part, comprising the schema of the database, the so-

called Typed Graph g, and a set of constraints c, which

includes the standard ISA and cardinality constraints,

and 2) an extensional part, i.e., the instances of the

database, represented by m, which is called Interpre-

tation.

As for the second model, the main need is to have

schemata modeling the information of the domains

of interest, plus knowledge representation mechanisms

and reasoning services to support the construction and

maintenance of such schemata. In WAG, we choose to

express the information content of the various domains

in a knowledge representation formalism of the family

of Description Logics. The formalism is equipped with

special reasoning capabilities (for example to detect

containment relations between classes, or to classify

new classes with respect to a set of existing ones) and

has a strict relationship with semantic data models

[CLN94, CSC95].

In particular, we have chosen to represent the sys-

tem generic ontology using the knowledge represen-

tation system Classic [BBMA89], while the user's

views on the various domains are represented using

the Graph Model structures, namely as pairs < g; c >.

The idea is to use a restricted representation to reason

e�ciently, while adopting a richer framework for mod-

eling the data, thus providing the user with a suitable

model for the interaction with the system.

While analyzing and structuring the site informa-

tion, the Conceptualizer executes three main activi-

ties:

a) Site Structure Discovery, which results into a par-

tial conceptual schema for the site;

b) Schema De�nition, which matches the site con-

ceptual schema against the description of the do-

main knowledge (which is either already part of

the system ontology or is built up with the help

of user's suggestions) in order to build a complete

conceptual schema;

c) Schema Population, whose task is to populate the

data base according to the conceptual schema re-

sulting from the two phases above.

Finally, it merges the various local schemata exploit-

ing additional pieces of information coming from the

knowledge base, and produces a partial integrated

schema. The basic ideas for the schema integration

process (even if in a di�erent context) have been al-

ready presented in [CSC95].

5 Conclusions

It is our opinion that the most important and di�cult

problem to be solved when aiming at a user-friendly

access to the information in the Web is to �nd e�ective

ways to model this information.

E�orts to provide tools to support this kind of mod-

eling have been made from both a Database and a

Knowledge Representation perspective. However, one

can realize that there is still a gap between the model

chosen and the possibility to (semi)-automatically con-

struct schemata in such a model which represent and

structure the information extracted from the Web. In

fact, either the model is too poor to build schemata

which are really e�ective for retrieving the data of in-

terest or such schemata need to be fully hand-coded.

We address the modeling problem by proposing an

integrated approach which relies on a conceptual mod-

eling language equipped with a powerful visual envi-

ronment and on a knowledge representation tool which

is meant to provide a simpler representation of the in-

formation, but the ability to reason about it.
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