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ABSTRACT

Motivation: High-throughput technologies, like gene expression
arrays and next-generation sequencing, provide enormous data
sets, which are too large to transfer or download quickly. The study
of such data, for our application this means explaining the meas-
urements with a molecular interpretation of disease etiology, re-
quires continuous updates and refinements as novel interpretations
are pursued. The complexity of the problem requires a diverse range
of expertise. And thus a shared view is crucial for a successful col-
laboration - within and between institutions.

Web services and traditional web pages provide centralized data
storage and synchronized presentation. Relying on a single central
server, though, comes with its own flavor of reliability and perfor-
mance issues. Every time the server is busy solving a request, the
user is forced to wait. It is therefore very beneficial to combine the
integrity of web services and the share-ability of web pages with the
fluency of a desktop application. Increasing the interactivity of data
presentation to each individual user allows for a more interactive
knowledge exchange on the group scale.

Here, we present a combination of Open Source technologies for
distributed, synchronized and failure-resistant storage of huge data
sets as the technological basement for globally fast access to re-
search data. Accordingly, this work explores the derived possibilities
for interactive presentation to a group of locally distributed research-
ers, as enabled by a problem-tailored web application. To aid in the
investigative work, the user interface shows minimal latencies. The-
se goals are achieved by capitalizing on related developments in
distributed data storage and asynchronous web technologies, most
notably the non-relational database Apache Cassandra and the
Google Web Toolkit. This combines efficient pre-processing with
parallelisation.

The developed web application looks akin to a typical desktop appli-
cation and is highly responsive, since it downloads needed data in
parallel, while the user is happily working. The researcher can pre-
pare different data set views for different aspects of his analysis,
which are immediately available for colleagues and collaborators. By

“To whom correspondence should be addressed.

underpinning every decision and conference call with a synchro-
nized shared data set, group communication is greatly improved.
This work demonstrates that the interactivity with the user to work on
large data sets is strengthened with remote applications and typical
“show next page” delays are overcome by employing the latest web
technologies. This way, the strong server-user interaction allows for
the seamless extension for serving additional users and thus allow
for collaborations.

Availability: Source code for the web application and the data stor-
age back-end was released under GNU Lesser General Public Li-
cense and is freely available for download from
http://github.com/fxtentacle/eQTL-GWT-Cassandra

1 INTRODUCTION

The problem is as old as Bioinformatics itself:lbgical research
yields more data than a human can handle manually.

Technological advancements in biochemistry andebétsights
in computational biology together have acceleraed broadened
the avalanche of information. We are already loghig fight, as
much data is generated in labs, which is neverarrtiavailable
for analyses in other contexts, since the inforomats not publicly
available. Given the inter-individual difference§ matients and
controls, many new model organisms, many more déssavesti-
gated at an ever more detailed level and addititestlconditions,
the avalanche of usable knowledge will not stoprig foreseeable
future.

For the analysis of large data, one needs to findhdn-
digestible aggregations of it. It shall be a goadmted presentation
where the essential information to form hypothesedrought
together. Further statistical evidence in the daih guide the
downstream analysis, as will additional externdbrimation. For
our application, the molecular interpretation cfedise phenotypes,
this is a process of continuous refinements andigsd accompa-
nied by fruitful discussions with fellow researchend collabora-
tors. Every researcher needs software to look dtesmluate all
possible measurements and explanations, withoaigkfeirced to
manually download or update the huge underlying dt. The
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researcher is doing investigative work and, theeefd should be
possible to browse all of the data interactively.

1.1  Prior art

The most common approach found in the Bioinfornsatiommu-
nity for presenting and browsing data sets is toestesearch data
inside a relational database and write custom-nsufevare or
web pages to present the data. Some approachemeélisde the
ability to produce diagrams, but most are limitedext and tabular
data. While generated web pages are usually sthig,form of
presentation is to be considered interactive if tker can issue
filtering requests to the web server and retriewveea web page
containing the response within an acceptable resptme.

Inside a relational database, data are storedrgeddoy the pri-
mary key and separate look-up tables are genefatedolumn
range and equals queries. Since these look-upstatgded to be
identical for every database server in the systenmmon database
software does not allow write requests to be disted. There is,
however, a range of solutions for replicating datss to multiple
servers such that read requests can be distriblitesl. means that
a relational database scales well with huge dasaveleen it comes
to read requests and does not scale at all witle wequests.

For very basic applications where research datangrerted on-
ly once and then never modified, this works welbwéver, as
soon as data are being processed or annotatec: arseh's behalf,
the write rate of a single server is sustained hwfaditional data-
bases, only reads can be executed on a replicheotlata and,
therefore, the system as a whole cannot scalerftesy

We would like to see a word-processor like workeryiron-
ment: every data editable and inspectable withl leieavs on the
full data, helped by search tools and situationedélent statistics
like word counts. We want to avoid data transfakés too long),
web-forms based “paged” interactions, any non-btal@ompo-
nents and want to directly support inter-user comgation.

2 METHODS

The system evolved in Java from the PHP implememi€s$ interacting
QTL System (tigs.it). It does not require any lotadtallation work apart
from unzipping and executing a shell script. Wetvise requests are han-
dled by a custom-written Java servlet inside ayJetfcodehaus Founda-
tion) servlet container. Jetty was chosen for @&pability to run with the
same configuration file on Windows, Mac OS X andux. Its direct com-
petitor, Apache Tomcat, instead needs to be senhdigidually for each
machine.

Data describing the topology of the system areestan a PostgreSQL
database (www.postgresql.org) with Hibernate 3 (whilvernate.org). The
valuable scientific data is stored inside a distigldl Apache Cassandra
(Lakshman and Malik, 2010) database. Load distiobuis handled by a
nginx load balancer (wiki.nginx.org), which was skn for its high per-
formance, stability and ease of configuration. ®jed example data set
refinements, for the example of our expression @fé provided. There is
a plug-in API which allows researchers to writeitagpy filters and data
processors in Java.

3 RESULTS

3.1 Minimal technical requirements

From the previous PHP implementation, no code chadaved
and a separate execution environment was desigoed dcratch.
It was taken special care to ensure the applicaiaremain com-
patible with common IT constraints in research ifngbns: the
application needs HTTP access on a random porgon worker
node, as well as two configurable ports on whiah fleer-to-peer
communication of the distributed database will tplkaee.

The system can work with almost any memory and ekl con-
figuration and every Windows, Mac OS X and Linuxmguter can
be turned into a worker node simply by copying ldéo and run-
ning a shell script. The worker node software caalkb be de-
ployed remotely.

The used database is data center aware in itéhdison of redun-
dancy. Accordingly, a complete self-contained copyhe data is
kept at each physical facility, if the researchas hppointed one or
more machines to use for data storage. The resarah immedi-
ately start working, even while a local copy of thata set is being
synchronized with coworkers and collaborators rotimel globe
automatically. There is no initial waiting time fdownloading the
complete data set or manually deploying updatesre@u Linux
distributions like e.g. Debian (Mdller et al., 2Q1tave all packag-
es readily available or downloadable at the dev@&pvebsites.

3.2 Reliability and performance

Most current research software does not includesantyof failure
tolerance and data replication, which comes agparisa given the
price of good research data. With growing data, stging and
retrieving the correct subset is not a simple &@skmore. A chain
is only as strong as its weakest limb and therefobad database
and schema choice will completely ruin a data exgtion soft-
ware.

Apache Cassandra was chosen because it is stablegrfd repli-
cates data. This database is used in productidtra@book with
billions of rows and therefore can be assumed toebable. Mov-
ing away from conventional relational databasesatoa a novel
distributed system out of a key-value store anduakiy managed
indexes payed off well.

Database query times average at 25ms and the shsteshown a
maximum in throughput of 10,000 expression QTL iestivritten
per second on a single machine. Evaluating theopeeince on
three machines showed that scalability was achienedis simple
to set up. When the database system is using the sanfigura-
tion file on every machine, different worker noded automati-
cally find each other and relocate the distribudath accordingly.
Fault tolerance was evaluated by randomly discaimgeone of
the three machines from the network. While the gssing time
for background tasks did go up when disconnectingaative
worker node, the presentation front-end still resfenl as fast as
before.

It was also verified that the data set stays cotapded consistent
as long as not more than half of the worker nodeslsconnected
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Fig. 1. The web application after loading a data set ahetteg a dal
set layer. The chromosomal gauge view shows arvieverof the cho-
mosome, with important expression QTL locations kedr by
green/yellow blocks. Right alongside the overviewtable is diglayec
which shows the 25 most important expression QEldmthe area sho
by the chromosomal gauge.

at the same time. So from a scalability and rdiigtpoint of view,
this novel approach is superior to any conventiayatem relying
on a single centralized database.

3.3 Example user interface for expression QTL

Above described technologies where applied forattively pre-

senting high-throughput data in statistical gersetfc web applica-
tion provides a front-end to expression QTL dataaigenomic
context provided by DAS (Dowell et al., 2001). Tlissures that
users can easily share data with each other bynghémreir links.

By integrating a menu bar and by allowing the welgegto be
viewed in full screen, the user can interact whté web application
akin to a desktop program. Since the whole progsamn in the

user's web browser, the user can use any operatstgm and
does not require any prerequisites, except foraflleementioned
web browser.

Figure 1 shows the developed web application runmside the
web browser Google Chrome on Mac OS X. On the ¢og, can
see the so-called data set layers. When the usaken a filter or a
processing operation, a modified copy of the shalata set is
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Fig. 2. The chromosomal map view. One can easily see wioichare
interacting with which genes in the map area (Fwae$l as their bord:
distribution (E). Note that the researcher has éridithe data set layer selec-
tor on the top to give more room for viewing theéadé&Shown are also t
menu bar (A), the tab area for selecting a prefepesentation type (E
the settings for the chromosomal map presenta@yrafd the chnmosom:
bands, retrieved from Ensembl using DAS (D). Ors thbom level, tF
scrollbars (G) are grayed out and the contig aanstript DAS tracks a
inactive. The user can move click any displayedresgion QTL or DA
track to get more information. The user can alsgdnd move the chromo-
somal map view and zoom in or out using the mouseelv This allows tt
user to dynamically switch between a genamige overview and a loc
detail view depending on the task at hand.

created and prepared for viewing in the backgrodine. research-
er can thereby prepare different presentationssodi&ta for differ-
ent aspects of his analysis. Since data set layezd to be com-
puted only once, as opposed to workflows, for eXamthese
views of the data set are immediately availablecfiteagues and
collaborators.

On the lower half of the screen, one can see thenubsome
browser with DAS tracks and annotations for thevjoted research
data. One feature of the novel approach that waswred especial-
ly well was the ability to change the viewing afeahe chromo-
some browser without reloading the page. The uaeratick on
and drag the chromosome to scroll. While the usenaving the
display area using his mouse, the web applicatmantbads the
needed data in parallel, so it can update the weile the user is
still scrolling. The table view below is also dyniaaily updated to
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always show the most relevant data rows, in thée ¢he 25 most
probable expression QTL in the specific area ofcheomosome,

remote location, for example a collaborator
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Fig. 3. Low latency is achieved by employing a traditiomgiplicatior
model written in JavaScript to execute inside tkersi web browser. /
data is being transferred asynchronously with aataiter-aware mudti
layered caching and replication strategy.

which is currently visible in the chromosome browsEhe chro-
mosomal map view shown in figure 2 was found tokagneat for
getting a quick overview of which gene is interagtiwith which
loci and later on investigating those locations.€Bse the process
of following up on these locations, transcripts dmbwn genes
retrieved from Ensembl DAS tracks are displayechgdide the
expression QTL data when the user zooms in. Thenuod used
for positioning along the X and Y axis can be fyeehosen to
accommodate different flavors of two-dimensionabda

The web application approach is highly reactiveamparison to
normal web pages. That is presumably because ratistlations
are done when data are written. Hence, the datatared already
prepared, sorted and preformatted, which makes pinesentation
cheap in terms of network and CPU usage.

By working with a synchronized local copy of thetatzse, read
latency is as low as for traditional desktop amdlans. Each sepa-
rate user benefits from this increased interagtivfiereby acceler-
ating overall team communication.

3.4 How to obtain reliability, scalability
and interactivity

3.4.1.

With exceptions for mobile computing, a local coisy always
faster to access than relying on a remote sertHogever, users
are not willing to wait hours or even days for avsiinitial down-
load of the whole data set. Therefore, our softwsystem repli-
cates commonly-accessed data automatically whiledaback to
remote access while replication or synchronizattom progress.
This allows new user to immediately start workimgl &y dynami-
cally creating a local replica of the data set,emsure that no row
needs to be sent twice.

Homogeneous replication of software and data

A research collaboration includes a number of cammsudistribut-
ed over several networks. It is safe to assumeadhatuch a scale,
at least one machine or network connection will fathen scaling
to work with huge data sets, even more computatipower is
needed and with more machines, component failuiéget more
and more often. In fact, we planned for and acckfitem as part
of the normal operation of a distributed softwarstem.

For the system to stay operational and interactivéer such con-
ditions, the data need to be replicated. One siroahnot afford to
lose data. Also, no worker node in the system ghpoke a single
point of failure. Therefore, all nodes are runnihg same software
and communicate with each other as equal peers.&afiproach is
a stark contrast to the commonly used pattern stenslave data-
base replication. In cloud environments, this hoemegpus config-
uration enables us to provide demand driven lodahlsang.

3.4.2.

Not duplicating read-only data has been commonesensperat-
ing system design for decades, however with thevigrp amount
of data stored in research databases, it is begpmureasingly
important for maintaining a high read throughpuhil& creating a
newly aggregated data presentation should prefetabfast, it is a
rare event when compared to inspecting the datautfir already
existing presentation views.

Copy on write

A research database should therefore rather caeatedified and
filtered copy of the data rather than using compMEAERE claus-
es and JOINs. If JOINs are unavoidable, most datalsgstems
provide a VIEW capability which gives the developerwarm

fuzzy feeling of having thought ahead. Sadly, MAa&Ws are not

materialized by default. Therefore, performanceaatandard da-
tabase VIEW is as bad as calling the underlyingN¥O&nd

WHERE clauses on every access to any row of th&\WIE

This might seem trivial to state, but if one knoweforehand, that
a certain VIEW will only be modified sparingly, thdlEW should
be manually materialized. (CREATE TABLE ... SELECT ..)
This trades a one-time creation overhead in refursignificantly
increased read throughput on following queries.

Using these two optimization techniques, the cowtpartal work
can be moved from the presentation towards stoofigbe data,
which allows for parallelisation and distribution a compute grid.
Keeping data stored the way it's supposed to bsepted also
ensures that all researches in the collaboratimepgendent of their
available computing power, can immediately acceskveork with
all presentations of the data.

3.4.3.

Research data sets may easily contain thousandswst While

enriching, annotating or filtering the data seesth rows can be
processed independently. By distributing one-tiroengutational

tasks, such as the creation of a new presentafitmealata, to all

machines in the collaboration, everyone can seeehdt data set
faster.

Distribute work

In our case, using a distributed database givesyeverker node
low-latency access on the whole data set and scaneactually
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do workload distribution on a row scale. If youl@rced to stick
with a conventional relational database systemkvdistribution
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Fig. 4. Improving display performance by peaiculating sorted lists
displayed items in order of decreasing relevance.

Resolution3: ’

of low-level tasks might even be counter-productiveshould at
least be done with reasonably-sized blocks of data.

3.4.4. Prioritized non-blocking presentation as a stream of
blocks of interest

Tables are the dominant form of presentation feeaech data. In
Bioinformatics, gene locations and interactionsya important
role and, therefore, different flavors of genomalss, chromo-
some browsers and interaction maps have been eweBspecial-
ly graphical presentations provide the researchith & quick

overview of his data. The possibility to zoom irdamove around
in a map of his data closes the gap between arvievenf the

complete data and a detailed close-up of speaftufes.

Interactive bars and maps constantly require newa tlebe shown,
as the user is moving around and inspecting diffesispects of the
experiment. This puts an enormous strain on th&-bad data-
base, since it means a constant flow of searchiegfar aggregat-
ing the data to show and distance-comparisons sally O(N).

It is also important, that only the most relevanformation for a
given zoom level is displayed, to make the resglignaphic not
only sufficient, but also succinct.

While updating the data or creating a new presiemtatiew, the
location where each item will be visible on the bamap is usual-
ly known beforehand. Similarly, when applying ouiggestion of
copying the data on write time, the relevance dargvitem for
every zoom level can also be calculated offline.

We therefore propose to divide the possible viegaanto a hier-
archical set of equally-sized blocks, as seengaré 4. Assuming
that display position and relevancy score haveadiyédeen calcu-
lated, the data should look akin to table 1.

We now compare these positions to figure 3. On zoesolution

1, all items are in the first block. The same agmptio zoom resolu-
tion 2. On resolution 3, the item with ID=1 is imetsecond block,
while the other two items are in the first bloclowlwe can create
a look-up table for every block at every resolutiafich is easy
given the schema-less nature of our chosen distdbkey-value
store. Example look-up tables are shown in tabl®l2ase note
that the rows of each table have been sorted hy tekevancy

scores.

Relevancy scores are stored alongside in the itatge, to allow
for dynamic merging of blocks. If the user requélstsrange 0-500

Tablel. Example data

ID Position Score
1 394 14
2 112 3
3 113 5

Table 2. Example look-up tables

Resolution 1, Score
Block 1

Resolution 3, Score
Block 2

Resolution 3, Score
Block 1

w
[&)]
N
w

on resolution 3, we could dynamically merge thdeslResolu-
tion 3, Block 1" and “Resolution 3, Block 2". Givehe hierar-
chical nature of our block scheme, that requestlavaf course,
be easier satisfied by using “Resolution 2, Blotk 1

Now, for dynamically filling the visual presentatioitems are
streamed for the requested zoom level. The straafoifows the
order of those tables, presenting the most relexams first and
filling the image as remaining data arrives. Thentl application
can then choose itself how many items it needsdeqaately
populate the view and close the connection whemignadata was
received. This allows or web application, for exéenpo dynami-
cally adapt the number of displayed expression QfbLthe users
display resolution.

4 DISCUSSION

Setting aside the parallel database, the majoriboion towards
a new sense of responsiveness is due to the seldctinsfer of
information of blocks from the server to the usEnis is what a
local application would also attempt to performt hat tradi-
tional web forms just cannot achieve when they itdbihe page
from scratch.

This way, the introduction of JavaScript - well ¢désh behind Java
classes by the Google Web Toolkit - contributednfiare than just
the usual eye candy. The approach was so much respensive
than traditional PHP-produced tables, showing thmes infor-
mation, that we have not even taken measurementgad “in-
stant” versus “wait a few seconds”. Also, the apptowas found
to consume less bandwidth. We hence expect thisofeveb ap-
plications to be adopted by many public Bioinforitetdatabases
throughout the next years.

The technologies described above are used in assefi well
known Internet sites like Facebook or the Googhailfa of web-
based applications. With these prime examples imdmand tap-
ping into our experiences gained over this implematéon, we
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shall compare other contemporary eQTL infrastregwith what
they could achieve, when they adopted those teolyres.

4.1 XGAP

A related project is the eXtensible Genotype AneériRitype plat-
form (XGAP) (Swertz et al., 2010). The XGAP projetitns to
provide a flexible and open platform for workingthvidata sets,
specifically developed with expression QTL datanind. The
XGAP project aims to make working collaborativelgsg and
provides integrated tools for importing and expatdata.

It is noteworthy, that the XGAP project shares mdegign deci-
sions with the web application approach presenezd.H-or exam-
ple, developing a web page rather than a prograssgiesearchers
the freedom to share the interface and therefaresscto the data
without requiring the recipient to have a matchopprating sys-
tem and sufficient processing power availables lexpected, that
more and more applications and data interfacesime@l will be
developed as web pages to shift the burden ofliatiten and con-
figuration from the users towards the software tmpezs.

The second shared approach is that of grid computivd back-
ground processing. XGAP supports invocation of cotaponally

intensive tasks asynchronously in the backgrourith the work-

load distributed on a PBS cluster. The novel apgrgaesented in
this paper incorporates asynchronous distributettgasing as a
core feature and can therefore support load-balgnand failure
tolerance at a level deeper than XGAP. It is exgrbthat this trend
will continue and eventually flash over to consurapplications.

This is essential in order to reap the full besefit newer proces-
sors, which come with more and more cores wheredhef in-

creasing the frequency is getting more and moffedif.

XGAP completely lacks a distributed data storagehew their
MySQL database as a storage back-end breaks doerXGAP
system will loose all of its data, therefore présena single point
of failure. Neither is it prepared for parallel dahanagement.

4.2 Gene Network

Another related project is Gene Network (Wang £t21103). Gene
Network providing follow-up information about gendsci and
gene networks and their module WebQTL allows ther i up-
load own research data for further analysis. Geesvbrk says to
archive more than 25 years of research data anddea very
good coverage of additional information.

Obvious shortcomings of the Gene Network are tlaéia dransfer
is not being encrypted using the industry standtif@PS and that
there exists no version which the researchers coefdoy on-site
inside their own firewall. Apart from security i) WebQTL
allows for a very convenient analysis of small dsts. It provides
a plentiful selection of visualization methods, fswas box plots,
correlation diagrams and even directed graphs.

From a technical point of view, the Gene Networkassidered to
be inferior to both the novel approach presentedelsas XGAP.

Data set presentation in Gene Network is implenteake down-
loading ready-made images from their web servédiis [Baves the
user with no further possibility for interactionath changing pa-
rameters and waiting for the next image to be doaaéd. Since
the researcher has no possibility of running Geatviark on own

computational resources, the web servers provigeGdéne Net-
work are essentially shared by all users.

In its choice of presentation methods, Gene Netvimrery simi-
lar to the R language for scientific computing. DoeGene Net-
works focus on reasonably small data sets, usioh suscripting
language as computational back-end seems a wiseech®ene
Network is there wholeheartedly recommended foilygical and
investigative work on classical QTL.

4.3 Extendability of presented concepts

By going new ways in terms of data storage, we d¢oetbthe low

latency of local data storage with the benefits ardgrity of a

centralized storage server. This technological gtesiecision al-
lowed us to greatly increase interactivity of oatal presentation,
without forcing the user to download the complettadset before-
hand. While during development, there was a stfoegs on ex-

pression QTL, that is their positioning on the chosome and
their associated genes, the system was desigrieslghug-able for
a multitude of data processors and data visuaisapplications.

The chromosome browser allows for arbitrary chraoness to be
displayed along with arbitrary annotation inforroati as long as
the DAS file format is being used. Similarly, thepnview allows
for arbitrary positioning measures to be used enxhand Y axis,
as long as there is a data processor availablaltalate said posi-
tions. While theoretically any user could develaprsdata proces-
sors using a simple Java API, it might be bendficidoroaden our
showcase of example processors to support additionms of
high-throughput data.

Data replication allows a whole team a consistéared view of
their experiment. A new presentation created byaufi@borator is
immediately available to the entire team. Driventtby high inter-
activity between every user and the web applicativerall team
communication is speeding up, and there is a gederaand for a
deeper integration of social aspects into the gedaentation. We
envision a future version of our system where nesess can dis-
cuss current and past measurements in real-tinmg wsispecial
comment and annotation system adapted to workttjirea the

data presentation.

With computing nodes gradually getting cheaper axode readily
available, dynamic grid brokering will replace &tatorker queues
and present us with unprecedented peak amountngfute pow-
er. While grid technologies traditionally sufferofn their own
transiency, the distributed and homogeneous naifireur pro-

posed system can easily compensate for node failwiile still

retaining near-perfect performance.
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