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Resumen: Este art́ıculo presenta los resultados de un estudio preliminar donde se
usa información sintáctica para predecir el lenguaje dominante en niños bilingues en
Español e Inglés. Nuestro enfoque usa una bolsa de reglas gramaticales sintácticas
extráıdas de narraciones en Inglés y Español. Medimos la exactitud de la predicción
de categorizar niños dentro de 3 clases: Español-dominante, Inglés-dominante y Bi-
lingüe balanceado. Los resultados son competitvos con trabajos previos que utilizan
un conjunto de caracteŕısticas mucho más grande y diverso. Este art́ıculo presenta
los beneficios potenciales de agregar un análisis sintáctico más profundo para mode-
lar el lenguaje de niños, incluso en el caso de tener muestras con mezcla de idiomas.
Palabras clave: Lenguaje dominante, Reglas gramaticales sintácticas.

Abstract: This paper presents results on a preliminary study using syntactic in-
formation to predict language dominance in Spanish-English bilingual children. Our
approach uses a bag of syntactic grammar rules taken from narratives in English and
Spanish. We then measure prediction accuracy of categorizing children into Spanish-
dominant, English-dominant, and Balanced Bilingual. The results are competitive
to previous work using a much larger and diverse set of features with shallow syn-
tactic analysis. This paper shows the potential benefit of adding a deeper syntactic
analysis for modeling language in young children, even in the case of having mixed
language samples.
Keywords: Language dominance, Syntactic grammar rules.

1. Introduction

In the field of communication disorders,
the analysis of spontaneous language samples
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is a common practice to determine langua-
ge status of children. Typically, this invol-
ves a very expensive process of manually co-
ding and analyzing these samples to find pat-
terns that are known to be good clinical mar-
kers. For the analysis of language from mono-
lingual children, especially English-speaking
children, there is a vast amount and breath
of research that supports the use of these cli-
nical markers. However, for bilingual popu-
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lations the literature is not as extensive, alt-
hough it is steadily growing. One task con-
sidered critical by clinical researchers when
analyzing language from bilingual children is
identification of language dominance. That
is, in order to make final recommendations
or diagnosis, it has been found to be critical
to know which language, if any of the two,
is more developed in the child. Recent re-
search in communication disorders presents
two approaches for determining language do-
minance in bilingual children, one based on
measures of language exposure (Bedore et al.,
2010) and the other one based on measures of
language productivity (Paradis et al., 2003),
although the former seems to be more widely
accepted. However, determination of langua-
ge required ask to parents and teachers the
amount of input and output of children over
a period of time, typically a week; since the
children are not monitored 100 % of the time.

Previous work by Solorio et al. (2011)
from the Natural Language Processing
(NLP) community has looked at a corpus dri-
ven approach for this problem of determining
language dominance. They framed this pro-
blem as a text classification task, where the
classes are the three potential language do-
minance categories: English dominant (ED),
Spanish dominant (SD), and balanced bilin-
gual (BB), and they extracted a large va-
riety of features from the language samples
to train a machine learning classifier. In this
paper we follow the idea of using a machine
learning algorithm, but the set of features we
explore here are purely syntactic, and were
not explored in the work mentioned above.
Our results show that deeper syntactic infor-
mation carries rich relevant content for the
task of determining the language dominance
of Spanish-English bilingual children. We ex-
tract features from the parse trees generated
by off-the-shelf syntactic parsers for English
and Spanish. Then we train a learning algo-
rithm using the set of syntactic rules found
in each transcript as features. We call this a
bag of rules (BOR) approach. The accuracy
results obtained by our simple syntactic ba-
sed features are higher than several of the
features presented in previous work. We spe-
culate that combining this information with
that in Solorio et al.’s paper can lead to even
higher accuracies.

2. Related Work

Previous work has used NLP techniques
to help in the areas of communication di-
sorders. In Gabani et al. (2009), in order to
predict language impairment in monolingual
English and Spanish-English bilingual chil-
dren, they used six sets of features to build a
computational model: language productivity,
morphosyntactic skills, vocabulary knowled-
ge, speech fluency, perplexities from LMs and
standard scores. In this previous work the
best result reported was around 60 % of F-
measure. In a more recent work, an addi-
tion of 3 sets of features to previous featu-
res was proposed. In particular, demographic
information, syntactic complexity, and POS
n-grams, were included to predict the domi-
nant language in bilingual children (Solorio et
al., 2011). This more recent work added so-
me syntactic information as features but only
at the level of part of speech tags. The best
result obtained in this work was 72 % of ac-
curacy.

On the other hand, NLP techniques ha-
ve also been explored in the detection of
mild cognitive impairment (Roark, Mitchell,
and Hollingshead, 2007), where features such
as Yngve and Frazier scores, together with
features derived from automated parse trees
are explored in that work to model syn-
tactic complexity. Similar features are used
in the classification of language samples
as belonging to children with autism, lan-
guage impairment, or none of the above
(Prud’hommeaux et al., 2011).

The last two approaches inspired us to
explore the use of information generated by
automatically parsing the language samples.
The features, as they are proposed here, have
not been used in previous work. In this sense,
the novelty of our study is the use of a repre-
sentation analogous to bag of words that used
syntactic patterns as extracted from parse
trees. The next section describes our propo-
sed method in more detail.

3. Proposed Approach

The goal of the task is the prediction of
language dominance of a child into one of th-
ree core categories: BB (balanced bilingual),
ED (English dominant), and SD (Spanish do-
minant). Since we want to streamline the pro-
cess of language analysis as much as possible,
we restrict the feature set to features that can
be automatically extracted from the trans-
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cripts. Moreover, since previous work for au-
tomated language dominance prediction has
not explored the use of parse trees, or fea-
tures derived from parse trees, we study in
this work their contribution to developing an
accurate model for this task. We expect that
children at similar stages of language acquisi-
tion will have mastered a similar set of gram-
matical constructions and that this can be
exploited by a learning algorithm. An inter-
esting twist in this classification task is the
fact of having information, language samples,
in each of the two languages. While it is wi-
dely accepted that in a bilingual population is
important to assess language ability on both
languages, it is less clear how to do this in a
machine learning scenario. Here, we explore
different ways to combine the observed sam-
ples in both languages.

The idea of this study is very simple. It
consists of the following steps:

1. Automatically parsing the trans-
cripts. In this step we generate a set
of parse trees for each transcript using
trained monolingual parsers. Because we
lack gold standard parse trees of bilin-
gual child language, we are assuming
that a parser trained on mostly adult
language will not have a major negati-
ve effect in our proposed solution. Ho-
wever, it should be noted here that the
noise from the parse trees is not only co-
ming from the differences between adult
language constructs and those from chil-
dren, but also from the mixed language
input. As explained in the following sec-
tion, children are prompted to elicit the
language samples in one target language,
but frequently these children code swit-
ched between their two languages. Our
assumption is that the parser will ma-
ke consistent decisions when unexpected
tokens appear during analysis, and thus
the noise from those elements will by sys-
tematically added to both, training and
testing data and this will not have a ma-
jor effect on classification accuracy into
language dominance. But we do recogni-
ze that if careful analysis will be perfor-
med on the parse trees, then adaptation
of the parsers, to both child language,
and mixed language input, might be nee-
ded.

2. Finding rules. Using every parse tree

for a transcript, we find each rule of the
form of α → β, where α is the root of
a subtree and β is the set of children in
that particular subtree. Because we are
more interested in grammatical structu-
re than in the actual vocabulary, we only
add to the list those rules not involving
a lexicon entry.

3. Creating the representation of
transcripts. Once we gather the lexicon
of grammar rules fired in the training
set, we used them as features to repre-
sent each transcript. This representation
is analogous to BOW (bag of words), but
instead of words we have rules, thus we
refer to this representation as BOR (bag
of rules). We also use standard Boolean
weights for the rules. The intuition is
that it is enough to observe a syntactic
construct once to assume the child mas-
ters that construction.

4. Training a model for language do-
minance prediction. Each transcript
in the training set is transformed into
a BOR vector. Then we use a standard
machine learning algorithm to train a
model. We assume then, that this pro-
blem of language dominance prediction
can be cast as a classification problem.

5. Classifying a child. To classify the
language dominance of a new child, we
transform the transcript to a vector of
n dimensions, where n is the number of
elements in the BOR, and the value of
each dimension is either presence (1) or
absence (0) of the specific rule. Then we
can use the trained model generated in
the previous step to make a prediction
for the new sample.

In the following section we describe the
data set used to evaluate our proposed repre-
sentation.

4. Data

The data set used in this paper contains
transcripts gathered as part of an on-going
longitudinal study of language impairment in
bilingual Spanish-English speaking children
(Peña et al., 2006). The children in this study
were enrolled in kindergarten with a mean
age of about 6 years and 1 month. A total of
180 children participated in this study, howe-
ver, we only worked with 52 bilingual children
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since the data for the rest of the children was
not available for analysis at this point. Table
1 shows the distribution of our data.

Category Children

Balanced Bilingual (BB) 19
English Dominant (ED) 11
Spanish Dominant (SD) 22

Table 1: Distribution of our dataset into the
three categories

The transcripts were gathered following
standard procedures for collection of spon-
taneous language samples in the field of com-
munication disorders. For each child in the
sample, four transcripts of story narratives
were collected, two in each language. Chil-
dren are shown a wordless picture book and
are asked to narrate the story behind the
book. The story narratives are based on Ma-
yer’s wordless picture books. The books used
for English were A boy, A dog, and a frog
(Mayer, 1967) and Frog, where are you? (Ma-
yer, 1969b). The books used for Spanish were
Frog on his own (Mayer, 1973) and Frog goes
to dinner (Mayer, 1969a).

5. Experimental Setting

For extracting the parse trees we used
FreeLing1. This parser comes with trained
models for English and Spanish. The output
of FreeLing is a set of parse trees. We break
down the parse trees into grammar rules by
traversing each tree in a breath first fashion.
We only add rules to the BOR vector that
are composed of a root and its immediate
children. In Table 2 we show an example of a
parse tree generate by FreeLing and the rules
we extracted from it. Once we have the BORs
we use them as features to represent the test
transcripts. The value assigned to each rule
in the vector is a boolean weight, wi,j , one
if the rule i appears in the transcript j, and
zero otherwise.

As we mentioned in the previous section,
we have 4 transcripts per child, but since our
data set is small and we are using a corpus
driven approach, we decided to duplicate the
number of instances by separating the 4 sets
of transcripts per child into 2 pairs. We reali-
ze that we are reducing by half how much

1FreeLing is available in the website:
http://nlp.lsi.upc.edu/freeling

S → NEX-COORD EXS SN-CHUNK
NEX-COORD → CC
EXS → EX VB-BE
VB-BE → VBD
SN-CHUNK → PRP N-CHUNK
N-CHUNK → NN

Table 2: Parse tree generated by FreeLing for
the sentence and there was his sister in one
of the transcripts from our dataset and the
rules we extracted from it

information we observe per child to train our
model and to test prediction accuracy. Howe-
ver in this case we believe it is more impor-
tant to have more data samples to both train
and evaluate. Moreover, clinicians and clini-
cal researchers use one transcript per langua-
ge for the most part, so this is also aligned
with current practices. Despite this separa-
tion of transcripts per story, we were care-
ful to put in the same partition (training or
test) all transcripts of the same child. That
way we avoid confounding the ultimate goal
of the task.

To decide the language dominance of a
particular child or instance we consider 2
transcripts, thus I = {T1 ∪ T2}. Because we
have 4 transcripts per child, we consider the
following options for combining the trans-
cripts:

One in English and one in Spanish

Both in the same language (English or
Spanish)

These two combinations are selected to
answer one question: what is more helpful for
analyzing language ability in bilingual chil-
dren, using information from two languages,
or more input in a single language? We al-
ready know the answer to this question from
the point of view of communication disorders,
and we speculate that in this case as well the
most beneficial scenario will be when using
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information from both languages. But it is
interesting to explore if this pattern will hold
when using a machine learning algorithm to
predict language dominance.

To evaluate the performance of our met-
hod we used 5x2 cross fold validation, follo-
wing recommendations in (Dietterich, 1998)
for small sample sets. This means, we did 5
replications of 2-fold cross validation, in each
repetition the available data was randomly
partitioned into two equal-sized sets. In all
our experiments we used the Weka (Witten
and Frank, 1999) implementation of the ma-
chine learning algorithms.

6. Experimental Results

In our first experiment we wanted to de-
termine whether by taking into account lan-
guage samples only in one language is pos-
sible learn to distinguish between the three
categories. However, to provide a fair compa-
rison to that of using samples from each lan-
guage, we took the two samples in the same
language from each child. Thus we have two
scenarios in this experiment: English-English
and Spanish-Spanish. Table 3 shows the ac-
curacy using five of the most common classifi-
cation methods used in NLP problems: Naive
Bayes, Support Vector Machines, C4.5, and
k-Nearest Neighbors with k = 1 and k = 5.

NB SVM C4.5 1-NN 5-NN

Eng. 45.9 49.62 43.7 45.2 45.9
Spa. 58.5 55.6 48.1 44.4 45.9

Table 3: Accuracy of BOR representation
over 5 classification methods: Naive Bayes
(NB), Support Vector Machine (SVM), Deci-
sion tree C4.5 and k-Nearest Neighbors with
k = 1 (1-NN) and k = 5 (5-NN) using trans-
cripts in one language: English (Eng.) or Spa-
nish (Spa.)

The results shown are rather poor, but
are comparable to results reported in (Solo-
rio et al., 2011) on the same data set when
using individual sets of features even though
they are using information on both langua-
ges. Their reported accuracy ranges from
40 %, when using only demographic informa-
tion, to 72 %, when using different metrics of
syntactic complexity. However, direct compa-
risons are not possible since they used a leave
one out cross validation setting.

Now we want to show that our hypothesis
of combining information from both langua-
ges is better than looking only at one langua-
ge. In this setting we used two transcripts per
child, one for English and one for Spanish.
Table 4 shows the results of this setting over
the same 5 classification methods used in the
previous experiment. The results improve ac-
curacy by up to 10 % in relation to the first
experiment.

NB SVM C4.5 1-NN 5-NN
Eng. & 63.3 67.8 49.3 55.6 57.0

Spa.

Table 4: Accuracy of BOR representation
over 5 classification methods: Näıve Ba-
yes (NB), Support Vector Machines (SVM),
C4.5, and k-Nearest Neighbors with k = 1
(1-NN) and k = 5 (5-NN). Using transcripts
in both languages: English and Spanish

As we mentioned in related work, the clo-
ser work that predicted language dominan-
ce and used the same datasets of transcripts
(Solorio et al., 2011) shows an accuracy of
72 %. However, they used 9 types of features
measuring different dimensions of language
combined with some demographic informa-
tion, and the only type of syntactic informa-
tion used in that work was at the level of POS
n-grams. In this paper we used only the syn-
tactic information extracted from parsing the
transcripts in a BOR representation. While
our results are a little bit below previous re-
sults, they are still relevant in that they show
how this syntactic information is valuable,
and can outperform other feature types from
previous work, including speech fluency mea-
sures, language productivity measures, demo-
graphic information, morphosyntactic featu-
res, speaking rate, and n-grams of POS. We
believe that combining this BOR representa-
tion with those features used in (Solorio et
al., 2011) can boost accuracy further.

7. Conclusions and Future Work

We proposed a representation based on
bag of rules from parse trees for the problem
of predicting language dominance in Spanish-
English children. Our results show that com-
bining information from transcripts in both
languages yields the best results. This study
also shows that syntactic information is im-
portant for language analysis, even though
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there could be a considerable amount of noise
in the parse trees from having mixed langua-
ge, as well as child language.

The results obtained are comparable to
the recent work looking at the same problem,
but different from them we only look at one
dimension of language. We only extract fea-
tures derived from syntactic trees, while pre-
vious work looks at vocabulary, language pro-
duction, fluency, and measures of readability,
among others. We predict that adding this
dimension to previous work will help achieve
higher prediction accuracy.

As future work we want to explore other
syntactic information that can also be extrac-
ted from the parse trees to build a more ro-
bust language model that can improve the
results achieved so far. Other things we are
working on include the use of different weigh-
ting schemes for the rules, such as TF-IDF,
and entropy of the grammar rules.
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