
On Open Problem - Semantics of the Clone
Items

Juraj Macko

Dept. Computer Science
Palacky University, Olomouc

17. listopadu 12, CZ-77146 Olomouc
Czech Republic

email: {juraj.macko}@upol.cz

Abstract. There was presented a list of open problems in the Formal
Concept Analysis area at the conference ICFCA 2006. The problem num-
ber seven deals with the semantics of the clone items. Namely, for whom
can clone items make sense and for whom can make sense the item,
which can cause, that clones disappear in the collection of itemsets. In
this paper we propose the semantics behind clone items with the couple
of examples. Definition of the clone items is very strict and theirs use
could be very limited in the real datasets. We introduce method, how to
deal with items, which properties are very near to the clones. We also
have a look on the items, which causes the disappearing of the clones, or
decrease (increase) the degree of property ”to be clone”. In the experi-
ment part we analyze some known datasets from the clone items point of
view. The results bring a couple of new questions for the future research.
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1 Introduction

This paper is structured as follows: The first part, which is actually cited from
the source, where the problem were defined [2] describes and defines the whole
problem - the semantics of the clone items. In the second part is proposed the
semantics of the clone items by putting the problem into the other point of
view. There is also a discussion here, about another possible definitions of the
clones as presented in [1]. In this part three comprehensive examples can be
found. The third part tries to set a quite new approach to the clone items.
The attributes, which are not clones, but they have properties very close to
clones are considered. A nearly clones are defined. In this part some results from
the introductory experiments about the clones and nearly clones are presented.
Finally, the conclusion is divided in two parts - conclusion of defined problem
and conclusion of other proposed issues.
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2 The Problem Setting

The proposed problem of the semantics of the clone items were proposed and
defined in [2] as follows: Let J be a set of items x1, ..., x|J|, let F be a collection
of subsets of J and let ϕa,b be the mapping ϕa,b : 2J → 2J defined by following
formula:

X → ϕa,b(X) =

 (X\{a}) ∪ {b} if b /∈ X and a ∈ X
(X\{b}) ∪ {a} if a /∈ X and b ∈ X
X elsewhere

It means swapping items a and b, which are called clone items in F iff for any
F ∈ F , we have ϕa,b(F ) ∈ F . A Clone-free collection is, if it does not contain
any clone items.

Let (X,Y, I) be a formal context such that attributes a ∈ Y and b ∈ Y are
not clones. Consider the formal sub-context (X,Z, I), where Z ⊂ Y , such that a
and b are clone in (X,Z, I). Let c ∈ Y \Z such that a and b are no longer clone
in (X,Z ∪ {c}, I). Attributes a and b has symmetrical behaviour in (X,Z, I),
but this behaviour is lost when we add the attribute c to the formal context.
The following question are asked:

1. Does such symmetrical behaviour of a and b make sense for someone?
2. Does it make the sense, that such symmetrical behaviour disappears, when

the attribute c is added?
3. What is semantics behind the attributes a, b, and c?

3 Semantics behind Clones

3.1 Semantics behind Clones - Auxiliary Formal Definitions

The collection of itemsets will be defined as a formal context (X,Y, I), where X
is a set of objects and Y is a set of attributes. Objects and attributes are related
by I ⊆ X×Y , which means, that the object x ∈ X has the attribute y ∈ Y . For
A ⊆ X, B ⊆ Y and formal context (X,Y, I) we define operators

A↑I = {y ∈ Y | for each x ∈ X : 〈x, y〉 ∈ I}
B↓I = {x ∈ X | for each y ∈ Y : 〈x, y〉 ∈ I}

The two given attributes a, b ∈ Y will be investigated, whether are clones or not.
For this purpose the pivot table will be defined as the relation R ⊆ P × N ,
where P = {a, b} ⊆ Y and N is a set of all Nj , where j ∈ [1; |N |]. Nj ∈ N
represents the set of attributes Nj = {x}↑I ∩ (Y \P ) for each x ∈ X such that
{a, b} ∩ {x}↑I 6= ∅ and {a, b} * {x}↑I . The investigated attributes a, b ∈ P ⊆ Y
will be named the pivot attributes and all other considered attributes, hence

n ∈
⋃|N |

j=1Nj , we denote as the non-pivot attributes. Nj is a set generated
by pivot attributes (or shortly the generated set). The pivot table has two
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rows. The ”cross” × in pivot table will represent the fact, that in the formal
context there exists at least one row, where the investigated attribute a (or b
respectively) appears together with the attributes in the particular Nj . Formally,

〈a,Nj〉 ∈ R iff in context (X,Y, I) exists x ∈ X such that x↑I = {a} ∪Nj ,

〈b,Nj〉 ∈ R iff in context (X,Y, I) exists x ∈ X such that x↑I = {b} ∪Nj .

Based on pivot attributes, non-pivot attributes and formal context (X,Y, I)
consider pivot table which is as new formal context (P,N , R) with operators
for C ⊆ P and D ⊆ N defined as follows

C↑R = {Ni ∈ N | for each p ∈ P : 〈p,Nj〉 ∈ R},
D↓R = {p ∈ P | for each Ni ∈ N : 〈p,Nj〉 ∈ R}

In the pivot table (P,N , R) we are trying to find whether {a}↑R = {b}↑R . In

a b n1 n2 n3

x1 × × ×
x2 × × ×
x3 × × ×
x4 × × ×
x5 × × ×
x6 × × ×
x7 × × × ×
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(i) Formal context (ii) Pivot table (iii) Formal context (iv) Pivot table
(X,Z, I) (P,N , R) (X,Z ∪ {c}, Ic) (P,Nc, Rc)

Fig. 1. Formal context and pivot tables with and without clones

other words, we want to know, whether the attribute a appears in given formal
context with the same combination of other attributes, as b appears (in the same
formal context). If yes, the pivot attributes a, b in context (X,Y, I) generates the
same generated sets. In other words, a, b are not unique with respect to the non-
pivot attributes. Such attributes we call clones. When {a}↑R 6= {b}↑R , attributes
a, b are unique with respect to the non-pivot attributes, because generates at least
one different generated set. The attribute c ∈ Y , which makes a, b unique with
respect to generated sets is called the originality factor of a, b. In Figure 1 we
show examples of the contexts and pivot tables with clones or with the originality
factor respectively. By introducing the pivot table, the whole problem have been
put to the other point of view. The proposed semantics will be explained based
on the previous definitions.
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3.2 Discussion and Remarks

Before the comprehensive examples will be proposed, it is necessary to discuss
previous auxiliary definition of the clones using the pivot table. There are couple
of problems mainly dealing with ambiguity of the pivot table definition with
respect to the various definitions of the clones used by the several authors in
the other works. In the pivot table definition the set Nj ∈ N is defined as
Nj = {x}↑I ∩ (Y \P ) for each x ∈ X such that

1. {a, b} ∩ {x}↑I 6= ∅ and
2. {a, b} * {x}↑I .

The first condition tells, that we ignore the itemsets (rows), where neither a
nor b is present. Such items are not interesting when we investigate whethe a and
b are clones, so we will ignore them when the pivot table is defined. The second
condition excludes itemsets, where we have the both pivot attributes a and b
and the question is: Why we exclude such itemsets from pivot table, when we
can see it in original definition of the clone items? Recall the original definition
of the clones:

X → ϕa,b(X) =

 (X\{a}) ∪ {b} if b /∈ X and a ∈ X
(X\{b}) ∪ {a} if a /∈ X and b ∈ X
X elsewhere

Items a and b, which are called clone items in F iff for any F ∈ F , we have
ϕa,b(F ) ∈ F . So we need to have the original itemset and swapped itemset as
well in the whole collection of itemsets. In definition of ϕ are interesting the
rows 1 and 2. The row 3 is only technical condition. It means, that fulfillment
of swapping condition of itemsets, which does not contain any of a or b or con-
versely, when it contains both, is trivial. So we could add them in the pivot
table by skipping the condition {a, b} * {x}↑I , but we consider such informa-
tion redundant and hence useless. However, the semantics of the clones remains
unchanged. But on the other side, it can influence the value of the degree of
clones dI(a,b) (which will be defined later). In such case we need to investigate,
which definition would be more precise for the user. The basic idea of our se-
mantics of clones (and nearly clones defined later as well) is, of how original are
items a and b in the whole collection of itemsets. The itemsets which does not
include either a or b will not tell us anything about originality of such items, the
itemsets which include both as well.

The other point for the discussion comes from the problem number six (pre-
sented in [2]), which deals with the size of a clone-free Guigues-Duquenne basis.
Namely, whether the clone items are responsible for the combinatorial explo-
sion of some Guigues-Duquennes basis. The Guigues-Duquennes basis is non-
redundant. All other attribute implications, which holds in given context, can
be derived from this base. In the paper [1] there are presented some partial re-
sults, which includes definitions and propositions dealing with the clones. The



134 J. Macko

clones are defined with respect to pseudo-closed sets in the collection of the
closed itemsets. The one of the basic results is, that in order to detect clone
items, one has to consider meet-irreducible itemsets only (for details see [1]).
The definition of the clone items given in [2] is defined in more general manner.
It is based not only on the pseudo-closed itemset collection, but it is defined for
arbitrary collection of itemsets. This fact can cause, that two items may not ap-
pear as clone according the definition in [2], but the are still clones in definition
according to [1]. In the rest of the paper there will be considered the definition
used in [2] only. However, the proposed semantics would be slightly modified,
when we would need to use it in the meaning of [1].

The other important part is to compare proposed solution with other at-
tempts or solutions, but the author has no information either about such at-
tempts or about some real solutions. Hence, according to the author’s best
knowledge, the author’s proposed solution seems to be novel.

3.3 Semantics behind Clones - Examples

In this part we would like to show on couple of examples, how the clone items
and the originality factor can be used. The originality factor can be desired under
some conditions, but undesired under the other conditions. Inall examples the
same formal context and the pivot tables will be used, but always with the dif-
ferent meaning of the objects and attributes. The Table 1 represents the original
formal context (X,Z, I) with the clones a and b and it also represents the formal
context (X,Z ∪ {c}), where the originality factor c is added. The corresponding
pivot tables (P,N , R) and (P,Nc, Rc) can be seen in the Table 2. A labeling of
the objects and the pivot attributes is done according to the particular sets X
and Y defined in each example below.

The sales analysis Let X = {Customer1, . . . , Customer8} be a set of cus-
tomers and the set of attributes is defined as Y = {Man,Woman, n1, n2, n3, c}.
The attributesMan andWoman represents the sex of customer and the other at-
tributes represents the products bought by each customer. The following formal
contexts represents a marketing research of the sales company (the customers and
theirs attributes). In the formal context (X,Z, I) attributes Man and Woman
are clones. In the pivot table (P,N , R) attributes Man and Woman are pivot
attributes and nj is product bought by customer. On the other hand, in the
formal context (X,Z ∪ {c}) and the corresponding pivot table (P,Nc, Rc) the
attributes Man and Woman are no longer clones and the attribute c (Product
c) is the originality factor in this case. Namely, for the itemset {Man, n1, n3, c}
there is no corresponding itemset {Woman, n1, n3, c}.

How can this information be used for the marketing department? Imagine,
that the sales company wants to create packages based on the marketing re-
search. These packages should consist of the particular products nj . In the first
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Customer 1 / Animal 1 / Organism 1 × × × ×
Customer 2 / Animal 2 / Organism 2 × × × ×
Customer 3 / Animal 3 / Organism 3 × × ×
Customer 4 / Animal 4 / Organism 4 × × ×
Customer 5 / Animal 5 / Organism 5 × × × ×
Customer 6 / Animal 6 / Organism 6 × × ×
Customer 7 / Animal 7 / Organism 7 × × × ×
Customer 8 / Animal 8 / Organism 8 × × × × ×
Table 1. Formal contexts (X,Z, I) and (X,Z ∪ {c}, Ic)
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Man / Europe / Gene1 × × × × × × × ×
Woman / America / Gene2 × × × × × × × ×

Table 2. Pivot tables (P,N , R) and (P,Nc, Rc)
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case of the formal context (X,Z, I) the company can create the same packages
for man and for woman, because male and female customers buy the same com-
binations of products nj . The same packages for two different groups can reduce
the total cost of production, because we need to produce only four types of the
packages, namely the packages N1 = {n1, n2}, N2 = {n2, n3}, N3 = {n1, n3} and
N4 = {n1, n2, n3}. With the attribute c added to the formal context, we need six
different packages, because only the packages N1 = {n1, n2} and N2 = {n2, n3}
can be produced for men and women at the same time. Other packages are dif-
ferent for the male and female customers. From this point of view, the originality
factor is undesired and the clones are desired.

But we can use this information in the other way. Suppose, that the cost
difference of producing four or six package types is not significant, but significant
can be a targeted marketing on the male and female customers. The formal
context (X,Z, I), where we have the clone attributes Man and Woman, does
not provide differentiated information about the male and female customers. On
the other hand, the formal context (X,Z ∪ {c}) does. The attribute c provides
desired information, that the Product c influences the different combination
of the products bought by the male and female customer. It means, that we
can make targeted marketing (namely, the different type of packages for the
different type of customers) based on the originality factor Product c and its
combinations with the other products. Some combinations of the products with
the originality factor can be used as a topic for advertising to highlight the
difference between man and woman preferences. However, the clone analysis can
provide the marketing department with the useful information in both cases.

Analysis of the animals Let X = {Animal1, . . . , Animal8} be a set of ani-
mals and a set of attributes is defined as Y = {Europe,America, n1, n2, n3, c}.
The formal context (X,Z, I) in the Table 1, shows the attributes Europe and
America as clones. This fact can be interpreted as follows: In Europe and in
America they live the same types of animals, when we consider the attributes of
the animals n1, n2 and n3 only. The same information can be seen in the pivot
table Table 2. When we add the attribute c, we can see the different types of
animals (with the different generated sets) in Europe and in America as well
(see Table 2). The information, that exists the originality factor c for attributes
Europe and America can be interpreted as follows: It shows, that Europe and
America are somehow specific. In Europe are some different combinations of
animal’s attributes than in America and vice versa and at the same time we see,
that this difference somehow deals with the attribute c. Biologist can investi-
gate in more details, what is specific in Europe and in America, which specific
attribute of Europe leads to the different attributes of the animals in Europe
(and vice versa). Other use of such information is following: From a background
knowledge we know, that there is no reason for differentiating the animals in Eu-
rope and America just on attribute c. In our dataset we do not have in America
the animal with attributes n1, n3 and c, but with respect to the attribute c we
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expect to have the same types of animals in Europe and in America. Thus, we
need to look for such animal in America as well. Our hypothesis is, that in Amer-
ica lives such animal, because it lives in Europe and based on our background
knowledge there is no reason for c to be the originality factor. From the formal
point of view, we do not have the complete dataset (formal context). Some rows
are missing, and we need to find such objects in the reality (in this case we are
looking for the animal).

Analysis of genes and the morphological attributes of organisms The
last example use set X = {Organism1, . . . , Organism8} and set of attributes
Y = {Gene1, Gene2, n1, n2, n3, c} The attributes Gene1 and Gene2 are clones
in formal context (X,Z, I) in Table 1 and the other attributes represents the
morphological property of the organism. The interpretation can be following:
Organisms with Gene1 and Gene2 has the same combination of morphological
properties Nj , when we consider the morphological properties of organisms n1,
n2 and n3. The same information can be seen in the pivot table Table 2. When we
add the morphological attribute c, we get the formal context (X,Z∪{c}), which
means, that based on attribute c there are some different types of the morpho-
logical attributes of organisms with the Gene1 and Gene2 (see the Table 1 and
Table 2). It shows, that the Gene1 and Gene2 probably does not influence the
sets of the morphological attributes containing only n1, n2, n3, but this Gene1
and Gene2 influence the sets of the morphological attributes containing c. Thus,
c as the originality factor makes the difference between these two genes. This
information could be useful for a hypothesis creation in genetics.

4 Nearly Clones

4.1 Degree of Clones and Degree of Originality

The definition of the clone items is very strict. Recall, that condition ϕa,b(F ) ∈ F
needs to be true for any F ∈ F . We can see, that adding only one ”cross” into
the huge formal context can cause, that two clones disappear. We expect, that
in real dataset such condition can be true very rarely. When we want to use
the clone items meaningfully, we need to have a weaker definition. For practical
purposes it suffices, that condition ϕa,b(F ) ∈ F can be true in some reasonable
amount of F ∈ F . We define degree of clone as

dI(a,b) =
|{a}↑R ∩ {b}↑R |
|{a}↑R ∪ {b}↑R |

,

which can be read as follows: The attributes a and b with respect to the formal
context I are clones in the degree d. For a priori given threshold θ we define a
and b as nearly clones iff d(a,b) ≥ θ. Note, that for d(a,b) = 1 the attributes a
and b are clones and for d(a,b) = 0 we say, that they are original attributes.
Consider now the formal context (X,Z, IZ) and the corresponding pivot table
(P,NZ , RZ) (see Figure 2). We can see, that a and b are clones with the degree
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dIZ(a,b) = 1. Adding either attribute c1 or attribute c2 to the formal context leads

to decreasing of clone degree for a and b. Namely, d
Ic1
(a,b) = 0 and d

Ic2
(a,b) = 0, 6. In

both cases degree has decreased, but the resulted clone degree is different. In the
first case attributes are original, in the second case attributes are nearly clones
for arbitrary θ ≤ 0, 6. Such situation can be formalized, and define the degree
of originality for given ci and context (X,Z, I) as

gIc(a,b) = dI(a,b) − d
Ic
(a,b)

The degree of originality shows, how the attribute, added to the context,
does influence the degree of clone for given attributes a, b ∈ Y and the formal
context (X,Z, I).

a b n1 n2 n3 c1 c2
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(i) Formal contexts (ii) Pivot table (iii) Pivot table (iv) Pivot table
(X,Z, IZ), (P,NZ , RZ) (P,Nc1 , Rc1) (P,Nc2 , Rc2)

(X,Z ∪ {c1}, Ic1), from context from context from context
and (X,Z, IZ) (X,Z ∪ {c1}, Ic1) (X,Z ∪ {c2}, Ic2)

(X,Z ∪ {c2}, Ic2) dIZ(a,b) = 1 d
Ic1
(a,b) = 0 d

Ic2
(a,b) = 0, 6

Fig. 2. Formal contexts and pivot tables with different degrees of clone.

4.2 Experiment Nr. 1 - Amounts and Degrees of Nearly Clones in
Datasets

For the purpose of this paper we arranged two introductory experiments with the
nearly clones, in which we use datasets Mushroom [3], Adults [4] and Anonymous
[5] from well known UC Irvine Machine Learning Repository (for the details
see Table 3). In the experiments we used a naive algorithm (the brute-force
search, but with polynomial complexity) for finding the degrees of clones as
defined above. Looking for more efficient algorithm is out of scope of this paper.
The algorithm was implemented in C, and all experiments have been run on
the computer with an Intel Core i5 CPU, 2.54 Ghz, 6 GB RAM, 64bit W7
Professional.
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In the first experiment we were focused on finding all nearly clone pairs, with
d(a,b) > 0, especially we investigated, if there are some clones (where d(a,b) = 1)
in the real datasets. The results of the first experiment are shown in Table 3.

Mushroom [3] Adults [4] Anonymous [5]

Number of objects 8 124 48 842 32 713
Number of attributes 119 104 295
Number of nearly clones d(a,b) > 0 113 1 568 382
Maximal d(a,b) > 0 1,00000 0,02252 0,00187
Minimal d(a,b) > 0 0,00123 0,00014 0,00143
Average d(a,b) > 0 0,24423 0,00449 0,00160
Median d(a,b) > 0 0,14537 0,00195 0,00159
Slope 0,99402 0,77895 0,55004

Table 3. Overview of the datasets and results of the first experiment (source of
datasets: http://archive.ics.uci.edu/ml/index.html)

(i) nearly clone pairs for d(a,b) > θ = 0 (ii) nearly clone pairs for d(a,b) ≥ θ = 0.5
x-axis - number of nearly clone pairs x-axis - number of nearly clone pairs

y-axis - degree of clone d(a,b) y-axis - degree of clone d(a,b)
z-axis - number of objects processed z-axis - number of objects processed

Fig. 3. Mushroom - distribution of d(a,b) in dataset scaled by 1000 objects.

In case of the dataset Mushroom, we present also the distribution of the clone
degrees and some other details as well. Figure 3 shows the volume of all pairs
a and b and clone degree d(a,b) > 0, for each scale pattern (from 1000 to 8124
by 1000). In (i) are displayed all pairs with d(a,b) > 0 and part (ii) is more
focused on the amount of pairs where d(a,b) ≥ 0, 5 for each investigated scaled
pattern. Note, that the results from numbers of the processed objects in the
dataset Mushroom (namely from 1000 to 7000 depicted in z-axis in the Figure
3) depends on an order of the processing objects. This fact were not investigated
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more deeply. However, when we have processed all 8124 objects, the order will
not influence the result. Figure 4 shows some interesting details. In (i) there are
presented the pairs a, b with d(a,b) = 1, in (ii) the same for 1 > d(a,b) ≥ 0, 5 . We
have found 4 clone pairs, and one clone triple. In the clone triple (103, 104, 105)
we can see the transitivity (i.e. when (a, b) are clones and b, c are clones, also a
and c are clones). Such transitivity is not surprising and is direct consequence
of the clone definition.

What does such results show and does it appear reasonable? The Figure 4
part (i) shows the clones a and b. The original dataset Mushroom consists of 22
attributes with non-binary values. For the purposes of clone investigation, this
dataset were nominally scaled to the formal context, which is binary indeed. It
is interesting to see, that all clone items represents the value of the same original
attribute. E.g. clones 019 and 021 represents the original attribute Cap Color,
thus its values Purple or White respectively. Another example is clone triple 103,
104 and 105 which represents the original attribute Spore Print Color with the
corresponding values Orange, Purple and White. It can be interpreted as fol-
lows: Purple and white color generates the same sets of the non-pivot attributes.
In other words, to each mushroom with the purple cap (the pivot attribute),
there exists corresponding mushroom with the white cap (the pivot attribute),
but all other properties remains he same (non-pivot attributes). Similarly to each
mushroom with the purple spore print color, there exists corresponding mush-
room with the white spore print color and the corresponding mushroom with the
orange one. When we look on the nearly clones in the Figure 4 part (ii), the at-
tributes 69 and 70 represents the same original attribute stalk color above ring
with the values cinnamon and gray (the details are not shown in the table).
These attributes are not the clones, but the nearly clones with the clone degree
d(a,b) = 0, 96. It can be interpreted similarly as by the clones. Only the difference
will be in a quantifier. By clones the quantifier was ”for each”, by the nearly
clones we will have fuzzy quantifier, in this case ”for the most”. Hence the inter-
pretation is: For the most mushroom with cinnamon stalk above the ring exists
corresponding mushroom with the corresponding gray stalk above the ring (and
vice versa). The clone degree is very high in this case (d(a,b) = 0, 96) it means
there are only couple of mushrooms with cinnamon stalk above the ring color,
which do not have corresponding mushroom with the gray stalk above the ring
color. However, the for the deeper understanding of such examples, it is required
to ask an expert in mycology.

4.3 Experiment 2 - Structure of Nearly Clones in Datasets

In the second experiment we investigated the structure of nearly clones. Namely,
we have defined a fuzzy relation T : Y × Y → L, where L = [0; 1] is defined as
T (a, b) = d(a,b) ∈ L. In other words, the fuzzy relation express the degree of the
clone for each pair a, b ∈ Y . For the better visualization we display such relation
in so called ”bubble chart”. The bubble chart displays three dimensional data
in two dimensional chart. The position of the bubble is given by two dimensions
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(x and y axis) and the size of the bubble shows the third dimension. The results
from the first experiments are displayed in bubble chart, where the pairs of
attributes a and b represents two dimensions and the degree of clone d(a,b) is
represented by the size of the bubble. Note, that the fuzzy relation T is indeed
symmetric (i.e. d(a,b) = d(b,a)), but we show only part of the relation, where
a < b. Figures 5, 6 and 7 show the structure of the nearly clones for the datasets
Mushroom, Anonymous and Adults. We can observe very different structure of
the nearly clones in each dataset. In Mushroom we can see, that the structure
of the nearly clones is approximately linear. All nearly clones are clustered near
to the line defined as (y, y). In the case of Adults dataset we can see more
spread, but still approximately linear structure, except of one cluster near point
(0, |Y |). The nearly clones of the data set Anonymous forms the different, but
kind of regular structure as well. This results leads to the question, what kind of
properties has fuzzy relation of the nearly clones and if properties of such fuzzy
relation correlates with the properties of the formal context, or with properties
of the concept lattice. Until now we know, that such relation is transitive for
clone items d(a,b) = 1 and symmetric for the arbitrary nearly clone items, but
this two properties are trivial. I would be also interesting to find the semantics
of such fuzzy relation defined on the nearly clones. All this will be part of the
future investigation.

original attributes a b d(a,b) = 1

03. cap-color 019 purple=u 021 white=w 1,00
05. odor 025 almond=a 026 anise=l 1,00
05. odor 030 musty=m 031 none=n 1,00
17. veil-color 086 brown=n 087 orange=o 1,00
20. spore-print-color 103 orange=o 104 purple=u 1,00
20. spore-print-color 103 orange=o 105 white=w 1,00
20. spore-print-color 104 purple=u 105 white=w 1,00

a b d(a,b) ≥ 0.5

69 70 0,96
97 98 0,95
78 79 0,84
2 5 0,84
49 50 0,74
12 16 0,66
40 42 0,51

(i) Clones (ii) Nearly clones

Fig. 4. Dataset Mushroom - experiment on nearly clones

5 Conclusion and Future Perspectives

The paper was motivated by open problem proposed at ICFCA 2006 [2]. We
hope, that this small open problem is solved now and the reason is presented
in the first part of the conclusion. This part is structured as a direct answers
on proposed questions. The second part of the conclusion describes ideas, which
overlaps the original open problem and come with some new questions.
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Nearly clone pairs for d(a,b) > θ = 0 , where x,y-axis - a and b pairs
size of bubble = d(a,b)

Fig. 5. Dataset Mushroom

Nearly clone pairs for d(a,b) > θ = 0 , where x,y-axis - a and b pairs
size of bubble = d(a,b)

Fig. 6. Dataset Adults
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Nearly clone pairs for d(a,b) > θ = 0 , where x,y-axis - a and b pairs
size of bubble = d(a,b)

Fig. 7. Dataset Anonymous

5.1 Conclusion for Open Problem Questions

Question 1: Does the symmetrical behaviour of a and bmake sense for someone?
Answer 1: Yes, such symmetrical behaviour can identify the same combination
of the non-pivot attributes with respect to pivot attributes and can make sense:

– for the marketing department to reduce cost of packages - the clone items
enable the same packages for the different types of customers (e.g. man and
woman)

– for biologists to complete the the dataset - the clone items are expected, be-
cause the originality factor c, has no sense based on the background knowl-
edge. Hence, we some miss rows in the dataset (e.g. we need to find the new
animals)

– for genetics - it bring an information that the two genes has no influence on
a combination of the morphological properties of organisms

– generally for everyone, who needs an information about the same combina-
tion of non-pivot attributes with respect to the pivot attributes

Question 2: Does it make sense, that such symmetrical behaviour disappear,
when c is added?
Answer 2: Yes, such attribute is called the originality factor for the items a
and b and can be useful:
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– for the marketing department to make a targeted marketing for the different
types of customers (e.g. man and woman) using unique combination of the
non-pivot attributes

– for biologist to find the difference between two pivot attributes (e.g. Europe
and America) with respect to other non-pivot properties. The originality
factor c reveals, that the pivot attributes are original and this originality
needs to be investigated deeper.

– for genetics - it brings an information, that two genes has an influence on a
combination of the morphological properties of organisms

– generally for everyone, who needs an information about the reason, why the
non-pivot attributes has the different combinations with respect to the pivot
attributes.

Question 3: What is semantics behind a, b, and c?
Answer 3: The attributes a and b are the pivot attributes, all other attributes
are the non-pivot attributes and c is moreover the originality factor for the
attributes a and b. The pivot attributes generates a combination of the non-
pivot attributes in the given context. The attribute c make the attributes a and
b unique, which can be ”good” or ”bad”. It depends on a goal of the analysis.

5.2 Conclusion and Future Perspectives

The second part of conclusion shows, that the clones are very strictly defined.
Therefore the nearly clones were introduced. The nearly clones operates with
the degree, in which two attributes are clones. Such formalization asks itself for
study of the nearly clones under fuzzy setting (e.g. we have already mentioned,
that structure of nearly clones can be seen as fuzzy relation indeed). The intro-
ductory experiments shows, that the nearly clones in dataset have an interesting
structure, which needs to be investigated more deeply. This paper was introduc-
tory for the nearly clones. As a future work we plan to describe more efficient
algorithm to compute the nearly clones for the given threshold θ, and algorithm
for identifying the originality factors for another given threshold ω. Finally we
hope, that this paper, even it does not come with a great mathematical or ex-
perimental results, brings some interesting ideas to FCA community.
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