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Introduction
  

The WoLE 2012 workshop envisions the Semantic Web as a Web of 
Linked Entities (WoLE), which transparently connects the World Wide 
Web (WWW) and the Giant Global Graph (GGG) using methods from 
Information Retrieval (IR) and Natural Language Processing (NLP).

Topics of interest to WoLE 2012 include:
1. Improvements upon the state of the art in NLP using 

information in the Linked Open Data (LOD) space;
2. Knowledge extraction from text and HTML documents (or other 

structured and semi-structured documents) on the Web, with a 
special focus on scalability,  evaluation of precision &  recall 
and/or real-time systems;

3. Representation of NLP tool output and NLP resources as 
RDF/OWL and especially connections to linked data;

4. Novel applications to search and browse the WWW with the 
help of extracted knowledge and the Web of Data.

The  focus  of  this  workshop  is  to  reconcile  the  communities  of 
Information Retrieval, Semantic Web and NLP. The primary goal is to 
strengthen  research  techniques  that  provide  access  to  textual 
information published on the Web to further improve the adoption of 
Semantic Web technology.

Motivation
  

Most  of  the  knowledge  available  on the Web is  present  as  natural 
language  text  enclosed  in  Web  documents  aimed  at  human 
consumption. A promising approach to have programmatic access to 
such  knowledge  uses  information  extraction  techniques  in  order  to 
reduce  texts  written  in  natural  languages  to  machine  readable 
structures, from which it is possible to retrieve entities and relations. 
The  Natural  Language  Processing  (NLP)  community  has  been 
approaching this crucial task for the past few decades, with two major 



guidelines:  establishing  standards  for  various  tasks,  and  metrics  to 
evaluate  the  performance  of  algorithms.  Scientific  evaluation 
campaigns,  starting  in  2003  with  CoNLL,  ACE (2005,  2007),  TAC 
(2009,  2010,  2011,  2012),  and  ETAPE in  2012  were  proposed  to 
involve and compare the performance of various systems in a rigorous 
and  reproducible  manner.  Various  techniques  have  been  proposed 
along this period to recognize entities mentioned in text and to classify 
them according to a small set of entity types.
Recently,  an  increasing  number  of  researchers  have  investigated 
information  extraction  techniques  in  the  context  of  Semantic  Web 
research.  Working  in  the  intersection  with  the  NLP  community, 
researchers have used fine grained ontologies to classify entities and 
proposed  disambiguation  techniques  to  map  these  pieces  of 
information to real world entities. Therefore, the Web represents a vital 
lookup space where entities extracted from textual documents can be 
disambiguated. Moreover, it offers a broad range of relationships that 
already exist  among entities. The landscape of available techniques 
vary on their approaches and performance, leading to new evaluation 
campaigns  being  proposed  --  focusing  on  the  extraction  of  richer 
information as compared to previous work.  The final results of such 
information extraction tasks may potentially be consumed in the LOD 
cloud, as exemplified by efforts of the NLP  2  RDF  /  NIF   community.
The focus of this workshop is to strengthen the connection between 
the communities of Information Retrieval, Semantic Web and NLP -- 
reconciling  research  and  techniques  that  provide  access  to  textual 
information published on the Web to further improve the adoption of 
Semantic Web technology.
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Abstract. The LOD Russia research project funded by the Ministry of Educa-
tion aims to create a first Linked Open Data Set in Russia enabling scientists, 
researchers and commercial users to share, access, analyse and reuse knowledge 
related to scientific data. The position paper is highlighting challenges of the 
life-cycle management of LOD data, especially focuses on the process of entity 
linking and the creation of a unique identifier (UID) based on the concept of the 
Identification Knowledge Base (IKB). 
The publication is prepared with the financial support of the Ministry of Educa-
tion and Science of the Russian Federation within the framework of the State 
Contract № 07.524.11.4005 of October 20, 2011. 

Keywords: Linked Data, NLP, RDF, UID disambiguation 

1 Introduction 

The World Wide Web has enabled the creation of a global information space com-
promising linked documents. Under the umbrella of the Russian National Knowledge 
several Russian ministries have enabled projects that pursuit the desire to access sci-
entific data not currently available on the Web or bound up in hypertext documents. 
Linked Data provides a publishing paradigm in which not only documents, but also 
data, can be first class citizen of the Web, thereby enabling the extension of the Web 
with a global data space based on open standards promoted by the W3C1. Based on 
first Russian experiences of e-Arena2 and DANTE3 the LOD Russia project is de-
signed to build use cases for scientific data related to nanotechnology and mathemat-
ics. The research project has a runtime of 600 man-days and the project will finish by 
June 2013. The goals are to semantize various scientific papers, patents, research 
projects and create Linked Data sets based on a domain knowledge driven vocabulary. 
The access to the data should not only provide a better search but the use case shall 
also support analytical functions in order to make better decisions. Various stakehold-
ers like scientists, researchers and lawyers shall have the possibility to use the data 
                                                             
1 http://www.w3.org/ 
2 http://en.e-arena.ru/ 
3 http://www.dante.net/ 
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sets and have different reports and analysis according the individual needs. This posi-
tion paper will focus mainly on the process of creating unique identifiers (UID) and 
the merging of the UID using the Identification Knowledge Base (IKB).  

2 LOD project 

The consortium consisting of NRU HSE, Avicomp Services4 and AKSW University 
of Leipzig5 have identified different tasks within the process of creating the linked 
data sets. The simplified view can be described as such: 

• Crawl/Harvest sources and create plain text 
• Large-scale information extraction from unstructured, semi-structured heterogene-

ous sources using rule based NLP, statistical methods, background knowledge and 
bootstrapping. 

• Process objects using the Identification Knowledge Base (IKB) for named entity 
disambiguation and the creation of unique identifier (UID).  

• Aggregating the data into a scalable RDF store applying methods for interlinking 
named entities with the LOD.  

The size of the test corpus consists of 15’000 documents related to mathematics and 
100’000 documents related to nanotechnology resulting in approximately 2.5 million 
triples for the RDF store. Based on the current ontology we expect to create links to 
another 20 data sets on the Web6. The focus of the position paper is on the automatic 
creation of an UID and the merging of same objects (named entities) as shown in 
Figure 1.  

 
Figure 1 – Simplified process of UID creation using the IKB 

 

                                                             
4 http://avicomp.ru/ 
5 http://aksw.org/About 
6 Datasets (excerpt) incl.: The Open Library, British National Bibliography, CiteSeer, DBLP, 

RISKA Digest, ACM and DBpedia 
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2.1 Disambiguation and Fusion using IKB 

The IKB main purpose is to create an UID for a named entity (NE) [3] and therefore 
support the process of data cleaning [1] and data scrubbing [6]. Within an IKB an 
object is automatically populated from the Natural Language Process (NLP) with 
diverse attributes (e.g. person: gender, first/middle/last name, date of birth, etc.) and 
relations to other objects [4]. From the list of those attributes a set of keys can be 
created called Data Driven Identifiers (DDI). Those DDI are used for the creation and 
merging of UID. 

2.2 IKB-based approach for identification 

Native attributes of an object as well as a context surrounding it are characteristics 
enabling the identification of any specific object. A context may be either values of 
other objects interlinked with the one being identified, or text words surrounding a 
given object. Therefore, an object can be treated as a point in the multidimensional 
space of its characteristics [2,5]. To identify an instance from the whole set of object 
characteristics belonging to a certain class, subsets of identifying characteristics are 
selected that constitute a kind of “keys” for each instance. Objects obtained from 
different documents are considered “identical” subject to the “nearness” of one of the 
sets of identifying characteristics. The IKB process involves the indexing of identify-
ing characteristics of an object. The resulting index is used to search exactly matching 
or “similar” objects. This information may be adapted and corrected by human inter-
action. The IKB object is used for automatically identifying objects similarity and 
hence creates an UID. 

3 Use Case 

The aim of the use case is to provide to various stakeholders an access to a knowledge 
portal which is connected to the LOD Russia data sets. Each of the stakeholders has 
different expectations on how to search for data and on how to analyze the data. For 
the most part a user will be able to find experts and leaders in a specific domain of 
their interest, as well as to look for shadow groups of people and institutions working 
in the domain, based on thesauri and objects of interest. The knowledge portal pro-
vides different views to the LOD sets and allows simple filtering using thesauri, 
sources and filtering by the extracted named entities and semantic relations. Besides 
the search another use case is related to provide analyzes over the data sets. This pro-
cess allows for better decision making, especially under the point of view of a patent 
lawyer or an investment analyst. For example create a report of existing patents relat-
ed to a domain or on the other hand identify trends of research and link that infor-
mation to expert groups. Other examples of analysis could be to identify trends in a 
specific domain (see figure 2 right) or to investigate top publications by numbers in a 
specific environment (see figure 2 left).  
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Figure 2 – Left: Top publications by domain;    Right: Trend on growing markets 

4 Discussion and Outlook 

The approach sketched above for the UID creation and merging is a straight forward 
method comparing DDI Keys. In the remaining time of the project we envisage to 
enhance the existing approach using a weighting of DDI keys allowing the creation of 
relevancy of each DDI key.  

5 Conclusion 

At the end of the research project we expect to have the following impact: 

• Better leverage of knowledge from unstructured sources applying new NLP meth-
ods such as rule based, statistical and background knowledge; 

• Increase information sharing through cross-linking of knowledge using the fusion 
and data link to other LOD sets; 

• Foster various stakeholders through use cases that allow better search and analysis 
of the data. 
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Abstract. This article presents a method of classification of the Wikipe-
dia articles into the taxonomy of OpenCyc. This method utilises several
sources of the classification information, namely the Wikipedia category
system, the infoboxes attached to the articles, the first sentences of the
articles, treated as their definitions and the direct mapping between the
articles and the Cyc symbols. The classification decision made using
these methods are accommodated using the Cyc built-in inconsistency
detection mechanism. The combination of the best classification methods
yields 1.47 millions of classified articles and has a manually verified pre-
cision above 97%, while the combination of all of them yields 2.2 millions
of articles with estimated precision of 93%.

1 Introduction

The primary goal of this paper is a description of a method for a classification of
the Wikipedia articles into the OpenCyc taxonomy. This research is motivated
by the fact that the proper classification of entities into types is indispensable
for any Information Extraction (IE) system (c.f. Moens [11]).

The strength of IE systems versus traditional text processing might be easily
illustrated with the Google Trends service1. It allows for a comparison of trends
for terms that people enter into the Google search engine. Suppose a person
wishes to compare two programming languages: Ruby and Python. If they are
entered, a plot concerning them will be presented. But a quick survey of the re-
sults will show, that the comparison covers not only the programming languages,
but, due to the ambiguity of Ruby and Python terms, also other meanings. What
one could expect from such a system would be at least an option to select only
the interesting meanings. In a more sophisticated version of the system the se-
lection should be done automatically based on their shared type – that is a
programming language.

To fulfil such requirements it is required that during the processing of the
text, the terms are disambiguated against some reference resource providing
? This work is partially sponsored by the Faculty of Management and Social Commu-
nication of the Jagiellonian University.

1 http://www.google.com/trends/
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meaning for them. What is more, that resource should also provide fine grained
types for the disambiguated terms, to allow for the realization of the second part
of the scenario. Although we all know that there is such a resource – namely
Wikipedia – and that there exists systems such as DBpedia Spotlight [9], AIDA
[19] and Wikipedia Miner [10], that disambiguate unstructured text against it,
the types that are determined for the Wikiepdia entities in resources such as
DBpedia [8] and YAGO [16] are still not perfect. So the aim of this research is
to provide better classification of the entities using the OpenCyc taxonomy as
the reference resource.

2 Related work

The DBpedia [1, 2, 8] project concentrates on producing RDF triples2 represent-
ing various facts about the Wikipedia entities, such as their categorisation, date
of establishment or birth, nationality, sex, occupation and the like. These data
are mostly extracted from Wikipedia infoboxes that describe the facts in a struc-
tured manner. It also provides its own ontology [2] used to classify the extracted
entities. The classification is achieved via manual mapping of the infoboxes into
the corresponding DBpedia ontology classes.

YAGO (Yet Another Great Ontology) [16] in its core is much similar to
DBpedia – it converts Wikipedia to a knowledge base that may be queried
for various facts using a sophisticated query language. The primary difference
between these resources is the reference ontology used to categorise the entities.
In the case of DBpedia it is its own hand-crafted, shallow ontology, in the case of
YAGO these are WordNet [4] and SUMO (Suggested Upper Merged Ontology)
[12].

The classification of Wikipedia entities intoWordNet is done via theWikiped-
ia category system, which helps the Wikipedia users to discover related articles.
YAGO exploits this system by syntactically parsing the category names and
determining their syntactic heads. If the head is in plural, it is mapped to a
corresponding WordNet synset. As a result the entity in question is supposed to
be an instance of the concept that is represented by the synset.

A different approach is taken by Sarjant et al. in the experiment described
in [15]. At the first stage the authors (following [7]) map the Wikipedia arti-
cles into symbols from the Cyc ontology [6] and in the next stage, some of the
Wikipedia entities that lack corresponding Cyc symbols are classified into the
Cyc taxonomy. The mapping is based on various transformations of the article
names as well as transformations of the Cyc symbol names. Then a disambigua-
tion is performed based on the semantic similarity measure described in [18]. In
the next stage several heuristics (exploiting information encoded in infoboxs and
introductory sentences) are used to determine the classification of the articles.
At the last stage, the Cyc inconsistency detection mechanism is used to filter
out false positives. The first stage yields 52 thousands of mapped entities, while

2 http://www.w3.org/RDF/
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the last 35 thousands of classified entities. As a result approx. 87 thousands of
the Wikipedia articles are classified into the taxonomy of Cyc.

3 Current limitations

The short description of DBpedia Spotlight claims that the system is able to
recognise 3.5 millions of things and classify them into 320 classes. However, only
a half of the Wikipedia articles has an infobox3 attached and as a result only
1.7 millions of articles are classified withing the DBpedia ontology.

The other thing which is assumed about DBpedia is its perfect classifica-
tion precision. But this is true only to some extent. E.g. in DBpedia Algol is
classified both as4 a dbpedia-owl:Writer and a yago:FlamsteedObjects. From its
description one may find that the entity is a star, but there is a Writer infobox
in the contents of the article, so the DBpedia classification mechanism assigns
a dbpedia-owl:Writer class and some other derived classes (such as foaf:Person
and dbpedia-owl:Person).

The DBpedia ontology, with its 320 classes is definitely a small one. Even
though a typical IE system defines only a few classes (such as person, organi-
sation, place, etc. cf. [13] for a list of such types), when one wishes to perform
moderately-sophisticated IE tasks, such as an automatic cleaning of the ex-
tracted data, that ontology is simply too shallow. What is more, the concepts
defined in the ontology are not well balanced (e.g. CelestialBody has three sub-
classes: Planet, Asteroid and Galaxy but lacks Star).

YAGO seems to be on the opposite end of the ontology spectrum. The con-
version of all Wikipedia categories with plural heads into YAGO classes yielded
an ontology with 365 thousands of classes5. Although this is really an impressive
number, most of the classes are over-specified. Consulting the entry for Gertrude
Stein one will find the following results: American autobiographers, American
feminists, American poets, Feminist writers, Jewish American writers, Jewish
feminists and more. On the one hand many of the classes in the above example
are overlapping, on the other the categories are not decomposed, so searching
for Jews in YAGO will not yield Gertrude Stein. What is even worse, there is
no such category in the ontology6.

Further investigation into the class system of YAGO will also reveal that the
category based classification is also error-prone. Although its authors used some
heuristics devised for the removal of the contradicting classifications [3], such con-
tradictions are still present in YAGO. For example Gertrude Stain has a type of
Works by Gertrude Stein and via transitivity of the type relation she is classified
3 The facts concerning Wikipedia are obtained using Wikipedia Miner fed with the
Wikipedia dump from 22th of July, 2011, containing 3.6M articles. Statistics for the
(latest) DBpedia might be different.

4 http://dbpedia.org/page/Algol – accessed on 25th of July, 2012
5 http://www.mpi-inf.mpg.de/yago-naga/yago/statistics.html
6 Probably due to the fact, that in Wikipedia the Jews category includes only subcat-
egories.
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as artifact, end product and oeuvre. These are definitely wrong classifications.
Even if the majority of the classifications are correct, such inconsistencies should
be totally removed, since they introduce contradicting facts into the knowledge
base.

To sum up – the available knowledge sources, that classify Wikipedia articles
into ontologies still lack some features required from a fully-fledged IE systems.
The classification of Wikipedia articles into Cyc was very limited, while the
classification provided by DBpedia and YAGO could still be improved.

4 Solution

The proposed solution follows [15] – namely the goal is to classify as many of
the Wikipedia articles into the Cyc taxonomy [6] and then use its inconsistency
detection mechanism to filter out inconsistent classifications. The primary dif-
ference between them is that the first method covers less than 100 thousands
of the Wikipedia articles, while the method presented in this paper yields more
than 2 millions of classified entities.

The important feature of Cyc (compared to other ontologies like YAGO and
DBpedia) is its efficient inferencing engine, which allows for querying the on-
tology for various sophisticated facts. This makes the development of any Cyc-
based system simpler, since there are many built-in API calls, covering navi-
gation through the taxonomy, indexing and inferencing, that would have to be
otherwise implemented from scratch.

The contents of Cyc might be roughly divided into two ontological categories:
collections and individuals. The entities from the second category might be in-
stances of entities of the first category and might not have their own instances.
They roughly correspond to the entities which are referred to by their proper
names. On the other hand the entities of the first category have instances, but
might be also instances of other collections. It might be assumed that the first
order collections (whose instances are only individuals) correspond to classes
(such as books, people, numbers etc.). In these terms Cyc contains approx. 71
thousands of classes7.

The difference between the DBpedia ontology and Cyc is rather obvious –
there are simply more classes (and relations) available. The difference between
Cyc and YAGO is more subtle. Cyc also uses reification to a large extent, the
feature that was criticised in YAGO, but the reification level is much lower in
Cyc, than in YAGO, so none of the classes found in YAGO that describeGertrude
Stein will be found in Cyc. As a result the classification might be expressed in
canonical form, where each component of the classification type is separated.

But that what makes Cyc particularly helpful for the classification task is
the disjointWith relation with the corresponding collections-disjoint? API call8.
The information encoded using this relation allows for straightforward detection
of inconsistencies in object classification. Assuming that given object is classified
7 The statistics are provided for OpenCyc version 4.0, released in June 2012.
8 The description of the Cyc API is available at http://opencyc.org/doc/opencycapi
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into several Cyc collections, by calling any-disjoint-collection-pair one can check
if that classification is consistent. In the case that one of the classes is more
trusted, the other classes might be accepted and rejected pair-wise.

5 Classification algorithm

5.1 Introduction

The goal of the classification algorithm is a consistent assignment of one or more
first order Cyc collections to every Wikipedia article. The nature of the classifi-
cation depends on the ontological status of the entity described in the article –
if it is an object, the classification is interpreted as instanceOf relation, if it is
a concept, the classification is interpreted as subclassOf relation. Telling apart
objects from concepts is out of scope of this algorithm.

Unlike the other algorithms that were used to classify Wikipedia articles
into an ontology using only one method, this algorithm tries to maximise its
coverage by combining several classification methods: category-based, infobox -
based, definition-based and mapping-based. It is assumed that the results of the
methods will overlap, allowing for a reconciliation of the results using both the
well developed Cyc taxonomy and the inconsistency detection mechanism.

5.2 Categories

The primary source of classification data is the category system of Wikipedia.
The category names are split into segments and the first plural noun is detected.
That noun, together with its preceding modifiers (if they exists) is assumed
to be the name of a parent semantic category (i.e. a category that subsumes
the category in question) of the category. Then the ancestor categories of the
category are consulted and the category with the same name (if it exists) is
selected as a parent semantic category.

Although inspired by YAGO classification algorithm, this method diverges
from it in several places. First of all the name is not parsed using a link-grammar
parser. The second difference is the more sophisticated semantic parent deter-
mination algorithm. It stems from the fact that the single-segment expressions
used in YAGO are more ambiguous than the multi-segment expressions. The
last difference concerns the inspection of parent/ancestor categories. Although
not yet realized, in future this will allow for an extension of the Cyc ontology
with meaningful categories defined in Wikipedia.

When the set of root semantic categories is determined, these categories
are mapped semi-automatically into Cyc symbols. The name of the category
is converted into singular form and then the methods of Wikipedia-Cyc names
mapping described in [7] are applied. Usually this will lead to an ambiguous
mappings. The Cyc symbols that are not first order collections are filtered. Still
in most of the cases there is more than one candidate mapping. Although it
is possible to create a method of automatic selection of the best candidate,
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since this mapping is the key element of the classification algorithm, the proper
mapping is determined manually. This also allows for ignoring mappings that
are valid but not meaningful – e.g. words such as group, system or collection
have very broad meaning in Cyc and they are not mapped.

5.3 Infoboxes

The second source of article classification were the infoboxes. The author used the
classification provided by DBpedia and the mapping between Cyc and DBpedia
ontology that is available in the Cyc Semantic Web service9. It turned out that
many of the DBpedia classes were not mapped into Cyc symbols, so the author
manually mapped the remaining classes.

This classification procedure was augmented with a category-based heuristic
used to identify people. All the articles that were lacking an infobox, but belonged
to the Living people category or categories ending with births or deaths were
classified as Person. This simple heuristic gave 500 thousands of classifications
with confidence comparable to the original infobox method.

The infobox and people-related category classification heuristics have very
high level of confidence, since the infoboxes, the categories and the infobox-class
mappings are determined manually and the chance for a misclassification is low.
This is the reason why the mapping between the Cyc symbols and Wikipedia
categories was first tested against the results of this method.

5.4 Definitions

The third method that was used to classify the Wikipedia articles was inspired
by methods used to extract hyponymy relation from machine-readable dictionar-
ies. Following Aristotle, the definitions in such dictionaries are constructed by
indication of genus proximum and differentia specifica, that is the closest type
and the specific feature of the defined entity. This allows for a construction of
patterns devised for the extraction of the type of the entity (cf. [5], [15]).

The method used to determine the location of the entitie’s type is as follows:
the first sentence of the short description of the article that is extracted using
the DBpedia extraction framework is tagged using Stanford POS tagger [17].
Then a continuous sequence of adjectives, nouns, determiners and (optional) of
preposition that follow the first occurrence of to be or to refer verb is marked
as the probable location of the type name. This expression is disambiguated
using the improved Wikipedia Miner disambiguation algorithm [14], taking as
the disambiguation context all the articles that are linked from the source article.

This method does not follow [15] in using the existing links that are usually
present in the first sentence of the definition, since first, there are many articles
which lack a link to the article’s type in the first sentence and second, the links
not always indicate their type (e.g. only the type constituens like life and system
in the living system type).
9 http://sw.opencyc.org
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After defining the type-articles, the articles which are not semantically related
to any other article with the same type (i.e. their semantic relatedness measure
[18] with each article is 0) and lacking Wikipedia categories that include the
type name in their names are rejected as false entity-type mappings.

At the end of the procedure the type-articles are mapped to Cyc symbols. In
the first step candidate Cyc symbols are generated with the dentotation-mapper
Cyc API call. This call maps given string to all its interpretations in Cyc. It is
called for the name of the article and if it does not succeed the names of the
links that have the article as their target are used, in descending frequency order.
Only the symbols that are first order collections are registered as candidates.

In the next step the articles that have a Cyc type assigned via the infobox
classification method are used to order the candidate type-article mappings. In
the first pass the equality and in the second pass the subsumption tests are
performed. The symbol with the largest number of positive matches is selected.

As the last resort the mapping between the type and the Cyc symbols was
determined on the basis of the generality of the Cyc collection (determined as the
sum of subsumed collections and covered instances). If a collection was proposed
for any of the type names, the most general was selected. If there was no such
mapping, but for the covered articles there were any infobox -based collections
determined, their most specific generalisation was selected.

As a final remark it should be noted that the definition-based classification
was applied only to the articles that were not classified as Person in the infobox-
based classification.

5.5 Cyc mappings

The Cyc-mapping based classification utilizes the direct mappings between Wiki-
pedia articles and Cyc symbols obtained with the methods described in [15] (ex-
cluding the cross-validation step, which is performed using the category-based
classification). The mapping assumes various types of transformations of the
names of Cyc symbols and Wikipedia articles as well as disambiguation strate-
gies. The author used the original results of Sarjant et al. so the reader is advised
to consult [15] in order to check the details of the method.

5.6 Cross-validation

The cross-validation of the results generated by the different classification meth-
ods allows for a consistent assignment of the types to the articles. It assumes that
they have different accuracy and it takes into account the fact, that the number
of classified articles varies between the methods. What is more, the results ob-
tained with the more accurate methods are reused by the weaker methods. The
methods are cross-validated pair-wise and their order is as follows:

1. categories vs. infoboxes
2. categories vs. definitions
3. categories vs. Cyc mappings
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In the first case it is assumed, that the infobox-based classification is more ac-
curate than the category-based one. In the two remaining cases this assumption
is inverted. The structure of the cross-validation is as follows:

1. selection of the Cyc symbol that is assigned as the type by the second method
(i.e. not category-based) to the Wikipedia article; this is the primary Cyc
type

2. selection of Cyc symbols assigned to the article by the category-based clas-
sification, which are compatible with the primary type

3. generalisation of the symbols that were compatible with the primary type;
this is the secondary Cyc type

4. compatibility-check between the secondary type and the Cyc symbols that
are assigned to the categories of the article

The selection of the primary Cyc type is usually straightforward – it is the
type that was assigned by the method. If there are many such types, the first
type of the most specific types is taken. Even though in some cases this leads to
a lose of information, the problem is reduced by the generalisation step (3) and
usually the category-based classification spans more types than the alternative
methods.

The compatibility of the symbols in the second step is determined using sub-
sumption and instantiation relations, via genls? and isa? Cyc API calls10. In the
case of the subsumption relation the types are marked as compatible disregarding
the fact which of the types is the subsumed and which is the subsuming.

The generalisation of the types that are compatible with the primary type is
performed using themin-ceiling-cols Cyc API call, which computes the most spe-
cific generalisation of a set of collections. The results are filtered using a black-list
of types such as SolidTangibleThing and FunctionalSystem that are too abstract
for this task. The black list is created empirically to forbid generalisations that
do not posses discriminative power.

The goal of the fourth step is to select the types that will be assigned to the
article. This is performed using both the subsumption relation and the disjoint-
ness relation. If the category-based type is subsumed or subsumes the secondary
type, it is marked as compatible. If it is disjoint with the type, it is marked
as incompatible. Still is status might be undetermined if none of the situations
occurred.

The side effect of the cross-validation of individual entities is validation of the
mappings between the Cyc symbols and the Wikipedia categories. Although the
mapping of the root categories was manual, the mapping of the other categories
was automatic, thus it introduced errors. Thanks to the cross-validation such
erroneous mappings were removed and not exploited in the next cross-validation
scenario. Furthermore, the mappings that turned out to be positively verified
were used as a sole source of classification for the entities that did not have any
types assigned in any of the cross-validation scenarios.
10 The second call is used only for direct Cyc mappings, since in all other cases the

types are always collections.
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6 Results

Each variant of the cross-validation procedure yielded a different number of
types that were determined as compatible and incompatible for the respective
concepts. Table 1 summarizes these numbers. The total number of concepts is
the number of concepts for which given classification method assigned at least
one type. The number of cross-validated concepts is the number of concepts
that have the type determined by the method and at least one category-based
type11. The classifications denoted as valid, were the classifications for which the
cross-validation procedure found at least one compatible type and as invalid –
the classifications that have only incompatible types determined.

The last column indicates the number of valid classifications that were pro-
duced by the method for concepts that were not classified by the previous meth-
ods. It also indicates the number of classified concepts that were incorporated
in the final result.

Table 1. The number of classifications (in thousands) with the respective status pro-
duced by each variant of the cross-validation procedure. Ct – total number of classified
concepts. Cc – number of classifications that were cross-validated. Cv – number of valid
classifications. Ci – number of invalid classifications. ∆ – number of classifications in-
cluded in the final result.

Variant Ct Cc Cv Ci ∆

Infoboxes 2188 1712 1471 67 1471
Definitions 406 247 154 60 154
Cyc mappings 35 25 14 5 3
Categories 2470 742 593 — 593
Total 2221

The results of the classification were verified by two subjects (excluding the
author of the article) with some ontological and linguistic training (one being
a PhD student of philosophy and the other a person with a bachelor degree in
linguistics). Each variant was verified on a distinct set of 250 randomly selected
cross-validated classifications with equal number of compatible and incompatible
types. The subjects were presented with the names of the entities and their
respective types, supplemented with their short descriptions – the first paragraph
of the Wikipedia article in the case of the entities and the comment attached to
the Cyc symbol in the case of the types.

The subjects had three answers to choose from when deciding if the clas-
sification is correct: yes, no and not sure. The third option was left for cases
when it was hard to decide if the classification is correct, due to the mismatch
of description accuracy level between Wikipedia and Cyc.
11 In the case of category-only classification, these were the types that were recognized

as valid in previous cross-validation scenarios
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As a result the precision and recall measures are given separately for cases
when both of the subject were confident about their choice and only one of them
was confident. In the first case the answer was used to compute the precision and
the recall only if both answers were the same, that is there was no adjudication
procedure implemented. The precision and the recall were defined as follows:

P =
ctp

(ctp + cfp)
R =

ctp
(ctp + cfn)

where:

– ctp – the number of types determined as compatible by the cross-validation
procedure and marked as valid by both of the subjects

– cfp – the number of types determined as compatible by the cross-validation
procedure and marked as invalid by both of the subjects

– cfn – the number of types determined as incompatible by the cross-validation
procedure and marked as valid by both of the subjects

Table 2. The results of the verification of the cross-validated classifications carried out
by two subjects on 250 classifications (for each of the cross-validation variants). P –
precision for classifications with agreed answer. R – recall for classification with agreed
answer. P1/2 – precision for classifications with one uncertain answer. R1/2 – recall for
classifications with one uncertain answer. A – agreement between the subjects. C1/2 –
percentage of classifications that were confusing for one of the subjects. C – percentage
of classifications that were confusing for both of the subjects. # – number of classified
concepts (in thousands).

Variant P R P1/2 R1/2 A C1/2 C #

Infoboxes 97.8 77.2 90.0 78.0 92.5 9.7 2.1 1471
Definitions 93.5 69.4 93.9 68.6 89.0 5.2 0.0 154
Cyc mappings 94.0 76.4 89.1 71.5 86.1 10.8 0.0 3
Categories 81.9 80.4 82.1 78.7 90.5 10.9 0.8 593
Overall (est.) 93.3 77.5 88.2 77.5 91.7 9.7 1.6 2221

The results of the verification are presented in Table 2. The testers agreed
approx. in 90% of the answers, which means that the verification procedure was
meaningful. In approx. 10% of the answers one of the subjects was confused
with the classification. It shows that the ontology-based classification is not an
easy task, especially if the reference resource is Cyc, making very strict and well
defined distinctions, which are sometimes hard to accommodate with fuzzily
defined Wikipedia entities.

Comparing the results of the classification to YAGO12 shows that the combi-
nation of the best methods has almost the same precision as in YAGO. However,
12 http://www.mpi-inf.mpg.de/yago-naga/yago/statistics.html
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it should be noted that in the case of the presented algorithm there should be no
inconsistent classifications and no compound types, which are both present in
YAGO. What is more, Cyc collections are defined more strictly than WordNet
synsets.

Comparing the results to DBpedia shows that with a moderately hight pre-
cision (93%) we can assign types to more than 2.2 millions of entities, going far
beyond the infobox-based classification.

The comparison with the results of Sarjant et al. [15] is harder, since the
evaluation procedure was more sophisticated in the second case. However, they
reported that the classification was indicated as strictly correct by the majority of
evaluators in 91% of the cases. Assuming this is a fair comparison, the presented
method surpasses their results both in precision (93% vs. 91%) and coverage (2.2
millions of classified concepts vs. 87 thousands).

7 Conclusions

The precision of the Cyc-based method used to classify the Wikipedia articles
depends strongly on the source of the classification information. It is appar-
ent that it is possible to achieve very good classification results (with precision
above 97%) for a large number (1.47 millions) of articles using the best method
(infobox-based) and also, that with a moderately high precision (93%) we can
extend the coverage of the classification.

The sample results of the classification together with the handcrafted map-
pings are available on the Internet: https://github.com/apohllo/cyc-wiki-
pedia. The full result is available upon request. The results of the classification
are incorporated into an Information Extraction system, that utilizes the im-
provedWikipedia Miner algorithm [14]. This system is available at http://text-
plainer.com.

As a final remark we can conclude that Cyc is well suited for the task of
detecting the inconsistencies in the classification. The author is going to further
utilize this feature in cross-linguistic classification of the Wikipedia articles and
automatic, type-base validation of the information extraction results.
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Abstract. In this paper we address the novel task of mapping entities from a
knowledge base to public web documents. This task is of relevance for aligning
structured data with web documents, e.g., for the purpose of providing equivalent
human readable representations of entities or to detect and propagate changes
on the web to the knowledge base. An alternative interpretation of the task is
to find good public URLs for the entities in a knowledge base. In order to ad-
dress the task, we adapt and investigate several approaches based on web search
and link network analysis. We compare nine approaches including ordinary web
search for the text label of an entity as well as link analysis strategies like HITS
authority ranking or PageRank. We evaluate the approaches under the aspect of
identifying URLs of documents which are good representations of a given en-
tity. In general, our experiments show a significant advantage of label based web
search over all other methods. Furthermore, we introduce a filtering technique
leveraging semantic typings to boost the performance of virtually all methods.

1 Introduction

A knowledge base can be seen as a database where information is organized to be avail-
able for standardized access, retrieval or querying. One common approach to model
knowledge bases are ontologies describing different types of objects, their correspond-
ing instances (entities) and the various ways they are linked to each other (e.g. hier-
archies, taxonomies or other semantic relations). In this paper we address the task of
establishing a mapping from entities in a knowledge base to public web representations
of these entities. These representations correspond to web documents and are identified
by an URL. Hence, we seek a mapping from entities in a knowledge base to documents
on the Web, i.e. providing URLs of web documents best representing a given entity.

There are several scenarios in which such a mapping is of relevance. One use case
is to utilize the URLs of web documents as URIs for a direct public representation of
an entity. This would enable to publish a proprietary knowledge base in a semantic
web format. A second application is to render a knowledge base more accessible for
human users. Here, the mapping from entities to web documents can be used as a human
readable overlay for browsing knowledge bases and their entity descriptions. Finally,
some of the information in a knowledge base, such as the type or properties of entities
as well as links between entities, might become obsolete over time. While the task
of updating the knowledge base can be pursued manually by an expert, this process
becomes infeasible when the rate of change is high and/or the size of the knowledge
base is large. Information extraction techniques which use a mapping from entities to
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URLs can provide a solution here. They can operate on the web documents assigned to
an entity, detect changes and propagate them back to the knowledge base.

Mapping and aligning text or web data to knowledge bases is a well-established field
of research [17, 21]. Here, typical scenarios are the generation, extension or population
of knowledge bases from unstructured or semi-structured data. We are interested in the
opposite direction, though, of mapping entities from knowledge bases to the Web. To
our best knowledge there is no work in this direction so far.

In this paper we investigate several approaches for finding mappings from knowl-
edge base entities to public web documents. The approaches can be divided into three
categories: keyword based web search using descriptive texts of entities, approaches
making use of the link structure among web documents corresponding to the connec-
tions between related entities and a post-process filtering approach leveraging semantic
typings. We evaluate the approaches regarding their effectiveness in identifying web
documents that perfectly match the entities in a knowledge base. To this end, we first
have constructed a test collection of 100 entities of different types and varying degree
of being connected to other entities. Then, we evaluated for all approaches the quality
of identified documents. In this way, we could identify the most effective methods and
observed that especially the filtering based on semantic typings helps boosting virtually
all methods.

The rest of the paper is structured as follows: we start with a formal definition of
the task of finding public URLs to represent entities in a knowledge base in Section 2.
We then present a collection of approaches to solve this task in Section 3. In Section 4
we develop an evaluation methodology and analyse the performance of the different
approaches. Finally, after giving an overview of related work in Section 5 we discuss
our results and conclude with an outlook on future work.

2 Task Definition

Given that we address a novel task, we start by providing a formalization of the task
of finding good URL representations for entities. We also provide a short example to
illustrate the setting.

2.1 Formal Definition of the Task

The task of finding good web documents representations for knowledge base entities
can be formalized as finding a mapping between the entities in a knowledge base and
URLs on the Web. Thus, the task is operating on two structures: a knowledge base and
the Web as a hyperlink graph of documents.

Knowledge Base: We represent a knowledge base as a graph in which the entities
form nodes and are connected by different types of edges. So, a knowledge base K is a
tuple (E,C,L, P ), where:

– E is a finite set of entities E = {e1, . . . , en}.
– C ⊂ E is a finite set of types or classes C = {c1, . . . , cl}.
– Λ is a finite set of literals Λ = {λ1, . . . , λm}.
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– P is a set of properties P = {Pi}, I being a finite index set. Each property is a
binary relation linking entities with other entities or literals: Pi ⊆ E × (E ∪ Λ)

– P contains a specific property Pc ⊆ E×C assigning semantic types to the entities.

We further assume that one of the properties linking entities to literals is used to
attach labels to entities. This property provides a name or short description and we use
the shorthand notation ei.label to denote the literal attached to ei via this property.

Web: We model the Web also as a graph, consisting of a set of documents repre-
sented by URLs and the hyperlink structure between these documents:

– H is a set of web documentsH = {h1, . . . , hk}. Each document can be represented
by its URL.

– L is a binary relation representing hyperlinks between web documents L ⊆ H×H

For the sake of completeness it remains to be said that each web document involves
some content c(hi). Indirectly, we make use of this context for a keyword based search.

MappingMweb: The task of finding good web documents representations for knowl-
edge base entities can formally be seen as the task of finding a mapping from the entities
E in the knowledge base to web documents H represented by URLs. This mapping can
be defined by Mweb ⊆ E ×H .

This definition provides a syntactic formalization. In order to fulfil the need for
finding good URLs, the mapping Mweb is required to map an entity to a web document
which is a representation of the very same entity. This means the web document shows
a clear and preferably complete or extensive embodiment of the entity. As there might
be many representations of an entity on the Web, there might accordingly be several
solutions for Mweb.

2.2 Example

Assume a knowledge base about movies, actors and directors. For instance, now con-
sider an entity representing the 1995 movie Rob Roy starring Liam Neeson and Jessica
Lange which was directed by Michael Caton-Jones. A mapping Mweb should assign
this entity onto web documents that represent this movie. Suitable representation might
cover the Wikipedia article about the movie, its IMDB entry or an official website of the
movie itself. A review of the movie would not be suitable as the document rather repre-
sents a discussion about the movie than a manifestation or representation of it. Neither
would a webpage of an online shop offering the movie for sale on DVD be suitable,
since the document represents a DVD containing the movie. Obviously, neither a web
document discussing the historic figure of Rob Roy nor one representing the novel by
Sir Walter Scott would be good representations.

3 Approaches

We now present a total of nine different approaches for solving the task described above
as well as a solution for post-process data source filtering. The approaches are built on
top of each other and can be categorized into three types. The baseline approaches in
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Section 3.1 make use of text labels attached to the entities which are used as queries
for standard web search engines. The ranked lists returned by web search engines form
the basis for further approaches in Section 3.2 which aim at optimizing the results by
using the underlying link structure aligned to the context of an entity. A last category of
approaches in Section 3.3 makes further use of the types of entities and benefits from
different search results over the same type of entity. It actually makes use of and is itself
applicable to the approaches in the previous two categories.

3.1 Keyword Based Web Search

The naive way for mapping entities to web documents is to use the entities’ label as
input for a web search. We considered two implementations for this approach.

Label Search It is a simple web search using the label ei.label of an entity ei as query
terms. If an entity has more than one label attached, a concatenation of the labels can
serve as query. This approach entirely ignores the structure of the knowledge base as
well as the context of an entity. For the sake of clarity, we consider this as pure and
most intuitive way of search for a mapping of an entity to the Web.

All Linked Labels In order to extend the search and to use the context of an en-
tity ei, we consider all entities that are connected to it in the knowledge base. This
means we extend the keywords used for web search of ei by the labels of the entity set
Ej := {ej |(ei, ej) ∈ Pi ∨ (ej , ei) ∈ Pi}. We denote the joint set Ej ∪ {ei} as Eci

in the following, the set which comprises the entity under investigation as well as all
its connected entities. This is to evaluate the impact of using the graph structure in the
knowledge base and so we further refer to this method as All Linked Labels.

3.2 Search Making Use of the Link Structure

The hyperlink structure on the Web represents relations between web documents. We
leverage these (typically content motivated) relations as well as the semantic relations
in the knowledge base in order to compute the mapping Mweb. For this reason, we
use again the set of connected entities Eci we introduced in the All Linked Labels ap-
proach. But, instead of formulating a single query we rather generate one query for each
entity. As done for Label Search each entity’s label is used to query a web search en-
gine to obtain a ranked list of webpages. We keep track of which documents (and their
URLs) were returned for which entity. As we retrieve several pages for each entity, the
document collection obtained in this way will be by far larger than the original set of
entities Eci . Subsequently, each webpage’s contents is analysed for web links to other
webpages. We then create an adjacency matrix for the hyperlink network of the web
document collection. This provides us with a graph structure as depicted in Figure 1.

Using SearchEngine(ek.label) as function to provide us with the documents found
when searching for the label of entity ek, the approach can be formalized as follows:

1. Search for labels of all resources linked to ek on the Web to obtain a collection of
documents:
Hei := {hk|hk ∈ H ∧ ek ∈ Eci ∧ hk ∈ SearchEngine(ek.label)}
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Fig. 1. Sketch of a typical link network originating from entity A with corresponding entities
being connected in the knowledge base (e.g. entity B). (1) Entity A is connected to another entity
B in the knowledge base. Their labels are used to find a result set of URLs via a web search
engine (2) If there exists a HTML link from one URL (inside the webpage), e.g. coming from
entity A web search, to an URL coming from entity B web search we keep this URL in our link
network as node. Edges are represented by the existing HTML link.

2. Afterwards, for entity ei: use all links present in documents Hei (denoted Lei )
linking in between any documents ∈ Hei to create a link network.

The hyperlink network we obtain in this way then serves as input for the approaches
discussed in this section. All the approaches analyse this network for computation of a
ranking of the documents. The aim is to rank higher those documents which are a better
representation of the initially considered entity ei.

PageRank We apply the original PageRank method [7] by Brin and Page with param-
eters α = 0.85 taken from the literature, e.g. [16] (and ε = 10−8 used with the power
method for computation of G):

G = αS + (1− α) 1
n
eeT = αH + (αa+ (1− α)e) 1

n
eT (1)

S is the stochastic matrix coming from normalizing the hyperlink matrix H so that
it fulfils the stochastic property for a matrix, e is the unit vector, a the “dangling node”1

vector having ai = 1 if page ai is a dangling node and 0 otherwise. In our case, the
hyperlink matrix H stems directly from the link network Lei (for an entity ei) which

1 “Dangling” means a node is only accessible from other nodes and there is no way out to
continue to other nodes again according to the “random surfer” model used in the PageRank
algorithm.
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is stored first as an adjacency matrix and where each entry is normalized afterwards in
order to fulfil the constraints of H .

Topic PageRank We introduce also a modified version of PageRank where we change
the first part of the convex combination from α S to α H and the second part for the
“random surfer” from (1 − α) 1

n eeT to (1 − α) 1
n V . V is a personalization matrix

according to the Label Search so that all entries in V representing links to URLs from
the search engine result list of the corresponding entity are set to 1 and 0 otherwise.

Focussed PageRank All webpages from the web search results for the considered
entity are looked up in the PageRank list as computed with the original method. Thus,
we only consider pages retrieved for the entity’s label and return them in descending
order by their individual PageRank score. In this way, we get a relatively (re)ordered list
of Label Search results according to the position in the complete link network ordered
by PageRank.

HITS This covers the original method [14] by Kleinberg where only inbound links to
a webpage are considered for ranking (authority ranking):

x(k) = LT y(k−1) (2)

HITS is computed using the iterative power method so that x(l) denotes the authority
vector in iteration l we are interested in whereas y(k−1) is the hub vector from the
previous iteration and L is the adjacency matrix (as for PageRank, ε = 10−8 is used for
computation). The matrix L directly corresponds to our adjacency matrix Lei (for an
entity ei) from the link network.

Topic HITS Only authorities which are among the results of the Label Search result
list are considered. Actually, the adjacency matrix L is changed so that all entries are
set to zero which do not belong to one of the results from the Label Search method.
This means in effect, all links are discarded which do not point from any webpage in
the link network to one of the webpages in the list of the Label Search method.

Focussed HITS This works exactly like the Focussed PageRank method but uses HITS
ranking instead of PageRank.

Focussed Link Count Along the lines of Topic HITS ranking, we simply count the
number of inbound links for every webpage in the Label Search result list. The web
documents are then ranked by decreasing number of incoming links.

3.3 Data Source Filtering Using Semantic Typing

The last category of approaches makes use of the semantic typing of entities in the
knowledge base. The hypothesis for this approach is that entities of the same type are
typically found together at the same location on the Web. Therefore, by querying the
web for several entities of the same type we can observe web sources ranking repeatedly
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high for this type. Such knowledge can be used to filter results sets by removing web
documents from the result list which did not appear repeatedly.

To this end, we implemented a variation of the method for Borda count result set
fusion [1]. Instead of merging result lists of the same query from several search engines,
we merge web sources in result sets of several queries from the same search engine. This
means that we consider in the result set only the domain name in the URLs to represent
a web data source. In a next step we generate a joint ranking of the data sources over
several queries (i.e. entities) of the same semantic type. Finally, we take the top ranking
data sources as a filter to apply to each individual result list. That means only data
sources (i.e. domain names) accounting for at least 1% of the total sum of Borda counts
per type are taken into consideration. Note, that this process is independent of the initial
computation of the result list. It is a post-processing step that can be applied to all
approaches we mentioned before.

4 Experiments and Evaluation

In order to compare the methods described above, we evaluated them in real world
scenarios. The evaluation methodology follows the paradigms widely used in the infor-
mation retrieval domain, as we are effectively dealing with a search task.

We utilize a selection of entities from DBPedia as knowledge base and use the above
mentioned algorithms for retrieval of good web representations of those entities. In
Section 4.1 we elaborate the details of how we chose these entities to have an unbiased
evaluation data set. As web search engine we used BING2 as it offers an unrestricted
use via API calls. In general, the use of an external web search engine bears the risk of
an uncontrolled bias in the data. However, given the lack of a controlled search index
over the Web, this risk is equally immanent to all search engines. The search results for
each label are cut at 50 results (i.e. 50 webpages). We ran all the approaches introduced
in the previous section with these parameters and computed a ranking of good web
document representations for the entities hereof. The resulting sets of URLs from each
method were pooled and presented for graded relevance judgement to expert evaluators.

4.1 Selecting Entities for Evaluation

We used four domains of general purpose among datasets in the knowledge base DB-
Pedia: Those are of type company, city, movie and person3. Per type (i.e. domain), we
selected 25 entities hence 100 entities in total. All entities provided a label via a sin-
gle rdfs:label property. In order to preserve the underlying distribution of entities
mentioned frequently or rarely on the Web we first drew uniformly 1000 entities out of
each domain. We stratified these 1000 entities into bins according to the nthtertile of
the number of results for a certain entity. This number is generally returned by BING
web search engine when the entity’s corresponding label is put into, respectively. In the

2 http://www.bing.com, search parameters are set to allow for only English web docu-
ments with all sorts of content filtering being deactivated

3 http://dbpedia.org/ontology/Company, http://dbpedia.org/ontology/
City, http://schema.org/Movie and http://dbpedia.org/ontology/Person
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following, we then drew randomly the 25 entities per domain (100 in total) where 9 en-
tities came from the first tertile, and 8 each from second and third tertiles. After having
selected the entities, we extended our custom knowledge base by all connected entities,
i.e. computing a 1-hop closure over the properties of each entity (see also Figure 1).
The actual numbers ranged from 10 to over 3000 connections per entity.

4.2 Construction and Evaluation of the Web Document Collection

We fed our knowledge base into each of the methods above and computed the top 50
rankings for every entity4. In order to evaluate the results it was necessary to have
human judgements, whether the found web documents actually were suitable represen-
tations of the entities. To this end, we applied pooling of result lists for each query, by
taking only the top 5 (i.e. highest ranked) URLs of webpages of each of the analysis
methods. We presented these web documents to human evaluators and asked for rele-
vance judgements. To support the relevance decision we provided the evaluators with
the entity’s label, a short description taken from the rdfs:comment property in our
knowledge base and a screen shot of the web document to ensure a consistent presenta-
tion of the documents to the evaluators.

The human experts were asked to judge each single document with respect to its
degree of relevance [11] denoted by 0 (irrelevant), 1 (marginally relevant), 2 (fairly
relevant) or 3 (highly relevant). The experts were given specific instructions to judge a
document as highly relevant, if and only if it is solely about the entity and shows a clear
and preferably complete or extensive embodiment of this entity.

Since we address a novel task in this evaluation we checked the agreement among
the human evaluators. For this reason, we had each document judged also by a second
evaluator. As the evaluators had to assign a document to one of the four possible cate-
gories on an ordinal scale we used Krippendorff’s Alpha [15]. Table 1 shows the results
of this analysis both in total and for each type of the entities. All values are above 0.667
which is considered the minimum threshold for a reasonable agreement [15] both for
single domains and the total of all entities. Hence, the obtained relevance judgements
are consistent and valid for evaluating the different approaches.

The relevance judgements of the human experts, the entities used for evaluation and
the result lists of the algorithms were encoded in the TREC format5. This allowed us to
employ the TREC evaluation tools6.

4.3 Retrieval Performance of the Algorithms

In our setting we are mostly interested in retrieving one relevant URL (i.e. webpage).
So, we would like to measure the performance of the methods at providing the first

4 It is worth mentioning, that the Wikipedia pages that served as “ancestors” of the DBPedia
entities in many cases did not appear as most relevant representation for any of the approaches.

5 The list of document URLs, queries and relevance judgements we used in this experiment
is publicly available at http://west.uni-koblenz.de/Research/DataSets/
FindingURLs under a Creative Commons license.

6 The TREC evaluation tool trec eval can be found at http://trec.nist.gov/
trec_eval/
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Table 1. Krippendorff’s α – over-
all and per domain

Krippendorff’s α
Movies 0.733
Persons 0.808
Cities 0.682
Companies 0.770
Total 0.757

Table 2. Changes in performance using Borda count
data source filtering (complete dataset, 100 entities)

MRR Precision@1 MAP
Label Search + .0876 + .1582 - .0505
All Linked Labels + .0133 + .0129 - .0061
PageRank + .0471 + .0200 + .0272
Topic PageRank + .3126 + .1800 + .1691
Focussed PageRank + .1778 + .1242 + .0914
HITS + .0140 +/- .0000 - .0105
Topic HITS + .0039 + .0200 - .0545
Focussed HITS + .0469 + .0164 - .0405
Focussed Link Count - .0236 +/- .0000 - .0926

Table 3. Overall performance for each ranking method (complete dataset, 100 entities)

Precision@1 MRR Precision@5 MAP-cut@5 NDCG-cut@5
Label Search 0.66 0.76 0.31 0.62 0.70
All Linked Labels 0.11 0.03 0.03 0.06 0.08
PageRank 0.07 0.12 0.04 0.04 0.08
Topic PageRank 0.05 0.12 0.03 0.04 0.14
Focussed PageRank 0.30 0.38 0.12 0.21 0.33
HITS 0.19 0.29 0.09 0.15 0.23
Topic HITS 0.54 0.60 0.21 0.42 0.56
Focussed HITS 0.62 0.66 0.24 0.50 0.60
Focussed Link Count 0.59 0.64 0.24 0.48 0.59

relevant document at a high rank. In conclusion, our choice of evaluation metrics is
clearly targeted to identify such methods.

The best suited measures for this purpose are the measures Precision@1 and Mean
Reciprocal Rank (MRR). Thus, in the following discussion we focus on Precision@1
and MRR. Precision@1 allows for identifying how often a method provides a relevant
document at the very first position. MRR instead gives an idea of how far down in
the ranking list the first relevant document appears. For both methods we considered
a document to be relevant, iff the human experts judged it as highly relevant. Further-
more, we considered other well established metrics for evaluation of ranked retrieval,
such as Mean Average Precision (MAP) and Normalized Discounted Cumulative Gain
(NDCG). However, these metrics are of less importance for our setting. All these met-
rics are supported by the TREC evaluation tool.

We first discuss the performance of the algorithms without the Borda count based
filtering using the semantic typing of the entities. In Table 3 the results of the experi-
ments are summarized. We observed for the overall experiment with 100 entities that
Label Search is the best method followed by Focussed HITS. The increase in perfor-
mance is statistically significant at a level of p = 0.05.

According to our setting with four domains (movies, persons, companies and cities)
in three stratas (small, medium and large number of results available from the search
engine) we additionally calculate all measures over these different subsets and compare
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Table 4. Overview of MRR score with respect to all domains and strata.

Movies Persons Companies Cities Small Medium Large
Label Search 0.53 0.86 0.78 0.85 0.76 0.79 0.72
All Linked Labels 0.12 0.00 0.00 0.00 0.00 0.03 0.06
PageRank 0.26 0.08 0.08 0.07 0.06 0.13 0.18
Topic PageRank 0.06 0.11 0.20 0.12 0.06 0.10 0.14
Focussed PageRank 0.45 0.42 0.44 0.21 0.25 0.41 0.50
HITS 0.29 0.33 0.36 0.17 0.24 0.18 0.45
Topic HITS 0.52 0.80 0.80 0.26 0.51 0.67 0.62
Focussed HITS 0.59 0.88 0.87 0.31 0.61 0.71 0.68
Focussed Link Count 0.56 0.87 0.87 0.26 0.57 0.69 0.67

the outcomes. When looking at each domain separately, the outcome is quite different
(c.f. Table 4 for details on the MRR results). Here, the Label Search method tends to be
lower than Focussed HITS except for the cities domain. But given the smaller test set
within each domain, we could not identify a statistic significance in these cases. Regard-
ing the three strata (which contain entities of all domains each) results are comparable
to the global observations.

In conclusion, we can state that the simple baseline method (Label Search) of using
entity labels as keywords for a web search works remarkably well. Both the extension
to context and the analysis of link networks perform lower. However, there seems to be
some evidence that for certain domains an improvement can be achieved.

Using the semantic typing of entities in order to implement a data source based
result filter is beneficial for virtually all methods. The results in Table 2 show that both
MRR and Precision@1 increase for all methods except Focussed Link Count. Even
the already very good results of Label Search are significantly improved, leading to
absolute values for MRR of 0.8443 and Precision@1 of 0.8181. This means that due to
the post-process filtering we obtain methods which for 4 out of 5 entities provide good
web document representations at rank 1 of the result list and on average show the first
relevant document at rank 1.18.

5 Related Work

Our approach makes use of Linked Data [2, 4] as a source of structured data whereas
the purpose is finding good (or appropriate) URLs on the document web aiming for a
preferably comprehensive representation of the given entity. To the best of our knowl-
edge there have not been any efforts to address this problem to date. Though, our work
relates to several topics in varying degrees. The probably most related area is on gener-
ating structured queries and applying it to unstructured data like the document web in
one way or another. Similarly to us, some works use a search engine and correspond-
ing keywords to transform queries on structured data to comprehensible syntax for web
search engines [12]. The results (documents) are often ranked, as well. In order to raise
precision and as a follow-up, n-tuples [19] or simply facts [6] are extracted using infor-
mation extraction methods [13]. However, some works rather focus on the generation or
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extraction of entities or objects from unstructured data starting with structured queries
[20]. In fact, keyword search also plays a crucial role in semantic search [5] itself where
it is also used for entity/object retrieval [9, 8]. More elaborated work comes up with an
entity relevance model (ERM) based on keywords from entities which in their context is
used to generalize SPARQL queries on different RDF datasets [10] or to improve RDF
ranking [3]. The results both of some of the works mentioned as well as our approach
can be used to enrich datasets of Linked Data which has already been described in e.g.
[17] using information extraction. Other works also trying to achieve this or in parts
are e.g [18, 22] in the so-called Small Web of organizations etc. They learn relations
for taxonomies from websites by utilizing the hierarchical links between organizational
webpages not only within a single page.

6 Conclusions

We defined a novel task of mapping entities to web URLs by on the one hand utilizing
the entities’ connections to other entities in a knowledge base and on the other hand web
search engines providing webpages from the entities’ labels. We compared different
methods employing link analysis and web search at large using 100 entities from four
different domains in our evaluation data set. The methods were evaluated using common
IR measures like Precision and Mean Reciprocal Rank (MRR). The best overall method
turned out to be Label Search followed by Focussed HITS. Looking into the individual
domains, the latter showed better results for three out of the four domains though not
being statistically significant. An investigation of the reasons for this behaviour are
part of future work. Furthermore, we presented a result list filtering approach based on
semantic typing of entities and result set fusion over data sources. This filter boosted
the performance of all methods and, in particular, achieved for Label Search very high
values for MRR and Precision@1.
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Abstract. The application range of nanopublications — small entities of sci-
entific results in RDF representation — could be greatly extended if complete
formal representations are not mandatory. To that aim, we present an approach
to represent and interlink scientific claims in an underspecified way, based on
independent English sentences.

1 Introduction

This position paper introduces an approach to represent and interlink scientific state-
ments with Semantic Web techniques, where these statements themselves do not neces-
sarily have complete formal representations. To this aim, an extension of the concept of
nanopublications is sketched. Nanopublications have been developed to make it easier
to find, connect and curate core scientific statements and to determine their attribution,
quality and provenance [2]. Small RDF-based data snippets — i.e. nanopublications
— rather than classical narrative articles should be at the center of general scholarly
communication [4]. Nanopublications are based on RDF extended with named graphs
[1].

There seem to be two possible types of nanopublications: they can represent claims
or data. Data is directly observed from experiments or studies, whereas claims are ob-
tained from generalizing from such data. The approach presented here has a clear focus
on claims and not so much on data statements. “Malaria is transmitted by mosquitoes”
[2] is a simple example of such a claim.

2 Approach

The proposed approach is based on the idea that any scientific claim can be broken
down into small pieces of “atomic” claims, each of which can be represented as a rel-
atively short independent sentence in English (or another natural language, possibly
using highly technical vocabulary). Even though most claims found in scientific pub-
lications are probably more complex than “malaria is transmitted by mosquitoes”, it
seems reasonable to assume that they can be written down as independent sentences.
By independent we mean that the sentence can stand on its own and does not contain
references like “this behavior” that refer to some surrounding text. Nanopublications
follow the same basic idea, but require the claims to be fully formalized in RDF. We
propose to extend nanopublications with English sentences, which are the central part
of our model of scientific claims. Figure 1 shows a schematic representation of several
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ns1:mosquito

Malaria is transmitted by mosquitoes.

ns2:malaria

ns3:transmission

Fig. 1. Schematic representation of our model of scientific claims and their relations

claims according to our model. Each of the blue boxes contains an English sentence
that represents the respective claim. Some claims have an additional formal represen-
tation in RDF (gray area), some do not (white area), and some are a mixture of the
two (i.e. partial formalization). The important part is that all these claims, no matter
whether formalized in RDF or not, can be interrelated and referenced, as indicated by
the blue lines. These could be relations like “CLAIM1 contradicts CLAIM2” or “PER-
SON agrees with CLAIM”. The white areas do not need to stay white forever: some of
them might be filled with an RDF representation at a later point in time.

One could argue that any scientific claim can be represented in RDF in one way or
another, given the appropriate vocabulary. In practice, however, the available vocabu-
laries and ontologies are often not sufficient, especially for claims involving intended
vagueness, modal concepts, temporal aspects, and novel ideas. RDF is extensible, but
the development of accurate, useful and accepted models is a costly and slow process.
By dropping the restriction that all claims need full RDF representations, the application
range of nanopublications can be greatly extended.

As a more realistic example, let us consider the following sentence from the abstract
of a biomedical article (PMID 19109537):

[...] the risk of developing neurodegenerative disease in idiopathic REM sleep behavior
disorder is substantial, with the majority of patients developing Parkinson disease and
Lewy body dementia.

These are the two core claims that can be extracted as independent sentences:

– The risk of developing neurodegenerative disease in idiopathic REM sleep behavior disorder
is substantial.

– The majority of patients with idiopathic REM sleep behavior disorder who develop a neu-
rodegenerative disease develop Parkinson disease and Lewy body dementia.

To make these two sentences independent from each other, some parts have to be re-
peated. Still, the resulting sentences are reasonably short. The first one is a good exam-
ple of vagueness in such claims (“substantial”).

3 Integration

Here, we sketch how the ideas described above could be integrated into the existing
standards. As a first step, to be able to refer to statements like scientific claims even if
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they are not fully represented in RDF, we need URIs for such entire statements. We put
forward the point of view that such a statement is simply a string of characters to be
interpreted according to a certain language, like English or German. We use URIs in-
stead of RDF string literals, because the latter cannot be used in subject position of RDF
triples. Such a statement URI could be http://statements.org/en/Malaria+is+
transmitted+by+mosquitoes. Its semantics would be defined as all possible mean-
ings that are given to it by the speakers of the respective language. This means that the
authority behind such URIs (i.e. the fictitious statements.org in the given example)
would not need to approve new statements, but everybody could make up such URIs
and immediately use them. As a next step, we can integrate them in nanopublications.

The core part of a standard nanopublication is an assertion in the form of a named
graph:

<> {
:Pub1 np:hasAssertion :Pub1_Assertion .
...

}
:Pub1_Assertion { ... }

The curly brackets after :Pub1 Assertion would contain the actual assertion in the
form of a set of RDF triples. To allow for underspecified assertions, we have to use
a slightly more complex structure. With our approach, assertions consist of two sub-
graphs: a head and a body, where the body represents the actual (possibly unknown)
formal representation:

<> {
:Pub1 np:hasAssertion :Pub1_Assertion .
:Pub1_Assertion np:containsGraph :Pub1_Assertion_Head .
:Pub1_Assertion np:containsGraph :Pub1_Assertion_Body .
...

}

The head part is used to refer to different representations of the given assertion, such as
the formal representation in the form of a named RDF graph or a natural representation
in the form of an English sentence encoded in a URI:

:Pub1_Assertion_Head {
:Pub1_Assertion

st:asSentence st:en/Malaria+is+transmitted+by+mosquitoes ;
st:asFormula :Pub1_Assertion_Body .

}

We can — but we are not obliged to — add a formalization of the given claim with
:Pub1_Assertion_Body { ... }. Partial representations can be defined in a straight-
forward way with the help of subgraphs. Overall, this approach allows for defining
nanopublications for virtually any possible scientific claim. Even claims that cannot be
formalized in RDF can be included in the Semantic Web.



32

4 Discussion

There exist approaches like GeneRIF,1 which is based on a similar idea but is restricted
to a very specific domain (gene functions). Our approach is much more general and
could subsume such specific solutions.

The approach sketched above in a certain sense uses Semantic Web techniques on
a higher level than usual. Instead of representing relations between entities of the real
world, we relate statements about the real world to other statements or entities. While
such relations are no less fuzzy at this higher level than certain lower level relations, it
is possible at the higher level to come up with a model that covers virtually all possible
scientific claims. Many existing approaches based on RDF use this kind of higher level
(e.g. provenance data for reified RDF triples), but they typically require the lower level
to be spelled out too. We try to advocate the idea that we can describe things at the
higher level without being specific about the lower one. Of course, it is always better to
have RDF representations for both levels, but having just the higher one is better than
nothing in cases where the lower level cannot be practically formalized (which might
very well be the majority of cases).

Even though we only presented examples in English, our approach is inherently
multilingual, as claims can be verbalized in different languages. Furthermore, instead
of using unrestricted language, scientific claims could be expressed in a controlled nat-
ural language [5], in which case RDF representations could be automatically generated
(depending on the used controlled natural language). Previous work indicates that this
could be feasible for at least certain types of scientific claims [3].

We hope to be able to present a concrete proposal for underspecified nanopublica-
tions in the near future. We also plan to evaluate our approach by assessing scientific
claims of existing publications.
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Abstract. The Named Entity Recognition Task is one of the most com-
mon steps used in natural language applications. Linked Data datasets
have been presented as promising background knowledge for Named En-
tity Recognition algorithms due to the amount of data available and the
high variety of knowledge domains they cover. However, the discovery of
names in Linked Data datasets is still a costly task if we consider the
amount of available datasets and the heterogeneity of vocabulary used
to describe them. In this work, we evaluate the usage of rdfs:label as
a property referring to entities’ name and we describe a set of heuristics
created to discover properties identifying names for named entities in
Linked Data datasets.
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1 Introduction

Named Entity Recognition (NER) in natural language texts is one of the most
common tasks in Natural Language Processing. Since the sixth Message Under-
standing Conference (MUC) with the emergence of the term "named entity"
and the formalization of the NER task, the techniques for recognizing names
in texts have greatly evolved. Additionally, better knowledge bases not only for
recognition of names but also for its disambiguation have been developed.

A named entity (NE) is an entity that can be identified by a proper name [2].
Originally NEs were instances of person, organization or location classes and also
dates and numeric values. Nowadays there are many other classes that identify
NEs [3] [4].

Techniques for NER range from dictionary-based approaches to rule or ma-
chine learning ones [10]. Over time, different knowledge bases have been used
as background knowledge for the NER task: from manually created lists to
datasets using knowledge available on the Web [4]. Recently, with the emergence
of databases in Linked Data format, Linked Data datasets have been presenting
as promising sources for NEs.

The Linked Open Data cloud (LOD cloud) provides knowledge in diverse
human knowledge domains, including not only the most common types of entities
mentioned previously as NE types, but also entities in the field of music, video,
biology, among many others.
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Several recent studies and tools have appeared linking NE mentions in free
text to Linked Data resources [11]. The first step in this task is the discovery of
which classes identify NEs and which properties refer to their names in the LD
dataset. Only after this step, that is usually performed manually, the comparison
between a name of a resource from the dataset with the name mentioned in the
text can be made.

The heterogeneity in metadata used to describe LD datasets is one of the
difficulties in using datasets from LOD cloud for NER. As a consequence of this
heterogeneity, the identification of names in a LD dataset is a hard task, which
starts with the identification of properties that refer to names, a costly task in
and of itself. Due to this, works using LD datasets for NER and entity linking
still use only a limited number of datasets available on the LOD cloud.

Our goal in this paper is to propose heuristics that help to determine which
properties contain names of NEs as their values, henceforth called PIN (Property
that Identifies Names), in generic LD datasets. Our results can be used to enable
current tools to work with different datasets without requiring a manual analysis
to understand all the metadata used to describe resources in a LD dataset.

The rest of this paper is organized as follows: in section 2 we present related
work on using Linked Data for NER. In section 3 we explain the NER task
and which features of Linked Data datasets can be used to perform this task.
Following that, we evaluate the feasibility of using the rdfs:label property as a
sole source of names in section 4 and present our algorithms for PIN identification
in section 5. In section 6 we evaluate our heuristics and present our conclusions
in section 7.

2 Related Works

There is a large number of tools (mostly commercial) using LD datasets for NER
and linking. Despite the large number of LD datasets available on the LOD cloud
they work only with a small set of them.

DBpedia Spotlight [9] is a tool which its main goal is to recognize names from
a text and link them to resources from DBPedia[1]. DBpedia Spotlight uses a
set of possible names also called surface forms created from the rdfs:label
property as well as written variations of names taken from Wikipedia links. It
is highly optimized for DBPedia and achieves high precision.

The work of Hoffart et al. [6] performs the same task as DBPedia Spotlight
but it uses YAGO [12] as its source for NEs and the yago:means property as a
source for names.

Large KB Gazetter1 is a plug-in for GATE Platform2 that enables using a
generic LD dataset as a dictionary. It aims to allow any SPARQL query to be
used as a source for NE names.

All previous work require knowledge about every vocabulary used to de-
scribe the LD datasets in order to use them as a source for NEs. We propose to
1 http://nmwiki.ontotext.com/lkb_gazetteer/
2 http://gate.ac.uk
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use heuristics to allow them to identify NEs and their names from generic LD
datasets without requiring manual analysis.

3 Using Linked Data for Named Entity Recognition

NER algorithms which are dictionary-based require some effort to create the
dictionary used as background knowledge. Instead of manually creating these
dictionaries, websites such as Wikipedia have been used as external knowledge
for NER[7]. These new knowledge bases require different algorithms to structure
their knowledge and extract entity names.

The main advantage of using LD datasets for NER tasks is that data is
already structured. Algorithms that use Wikipedia as a gazetteer require pre-
processing to extract all possible names of entities contained in its various pages.
In another hand, LD datasets allow the creation of SPARQL queries for data re-
trieval, making the whole process much simpler. Another feature of LD datasets
is the description of data using vocabularies or ontologies. This description en-
ables the determination of an entity’s type (person, place, etc.) through a simple
query.

LD datasets are structured using RDF [5] resources to describe entities from
the real world. Each resource is described through properties and relationships
with other resources. Both property and relationship are specified by vocabu-
laries or ontologies that indicate to a human what each one of them means.
Furthermore, RDF Schema (RDFS) [8] presents a set of properties commonly
used to describe resources in LD datasets. In our work, the rdfs:label is a rel-
evant property because it describes a human-readable name for RDF resources
often a NE name.

A starting point in searching for NE names in a LD dataset would be to
use the contents of the rdfs:label property as DBPedia Spotlight does. In the
following section, we present an analysis of the usage of rdfs:label as a unique
source for names in LD datasets.

4 Using rdfs:label as a name

The most intuitive approach for the identification of names from NEs in a LD
dataset is using the rdfs:label property. To verify the applicability of this
approach, we conducted an analysis of a small set of datasets from the LOD
cloud. Our goal was to see if this approach was sufficient for the task of acquiring
names for NEs in generic LD datasets.

The first step was to select LD datasets that contain resources describing
NEs that explicitly specify their name using properties. We selected a set of
domain-specific datasets: Linked Movie Database [5], Geo Linked Data[8], Linked
Brainz3 and Jamendo (DBTune)4. The first dataset contains data from films
3 http://linkedbrainz.c4dmpresents.org/
4 http://dbtune.org/jamendo/
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with information such as actors, characters and performances. Geo Linked Data
describes spatial data, such as places and points of interest. The last two datasets
are about music but Jamendo focuses on indepent musical groups and singers.

In the Linked Movie Database the rdfs:label property is present in almost
all classes of entities described by the dataset. Among the classes there are those
representing NEs and those representing other types of entity. We noticed that
these other entities are, in fact, relationships between more than two entities.

For this first dataset, if we always use the rdfs:label property as a source
of names we would extract some incorrect names. Further, given that the rdfs:
label property is used to provide a human-readable label, and not necessarily
the name of the entity, the NEs present in the dataset usually had the entity
class as part of the value of the rdfs:label property. For instance, the entity
identified by the URI http://data.linkedmdb.org/resource/film_character/253
is of Film Character class and contains the text “Kate (Film Character)” in
its rdfs:label property. On the other hand, there is a set of properties that
identify the names of various NEs in the dataset: actor_name, director_name,
cinematographer_name, editor_name, among others. In the example mentioned
above, the name of the entity is represented by film_character_name property
whose value is “Kate”.

The second dataset is Geo Linked Data. This dataset consists of ten named
graphs, where seven of them are datasets and the others contain some metadata.
Among these seven, we excluded two, which referred to statistical indexes and
one that referred to years, which is not our focus at this point. Of the four
remaining datasets we could verify that all names from NEs are exclusively
described by the rdfs:label property. In addition, this property does not appear
in entities that are not NEs. Even though it is possible to extract all the names
using only the rdfs:label property, a large part of the entities have values in
a format not commonly used. For example, an entity of Aeropuerto (Airport)
class has the string “Sevilla, Aeropuerto de” as the rdfs:label property value,
rather than “Aeropuerto de Sevilla”.

The third dataset selected was the Linked Brainz, a dataset created from in-
formation available on the MusicBrainz website. Linked Brainz describes entities
in the music domain such as singers, music groups and their work. It has ten
classes that represent NEs but only seven use rdfs:label to describe the name
of the entities. All NEs, even those using rdfs:label, use other properties not
only to describe the most common name of the entity, but also to describe al-
ternative names. The properties used are: skos:altLabel and skos:notation,
described by the SKOS vocabulary, foaf:name defined by the FOAF vocabu-
lary, dc:title described by the Dublin Core vocabulary, vo:sortLabel from
the OpenVocab5 vocabulary, and another geo:name property described by the
Basic Geo (WGS84 lat/long)6 vocabulary . Given that not all NE classes use the
rdfs:label property, using only this property would exclude useful information.

5 http://open.vocab.org/docs
6 http://www.w3.org/2003/01/geo/
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The last dataset in our analysis was Jamendo, from the DBTune.org web-
site. This dataset was generated from the information of the Jamendo website
and contains information about independent music groups and artists, and their
work. This dataset does not use rdfs:label to describe their entities. All names
are described by two properties: dc:title from the Dublin Core vocabulary and
foaf:name from FOAF vocabulary.

We could verify that a range of properties may contain the names for NEs
in a LD dataset. As this list is not fixed because it depends on the vocabularies
used by each dataset, it is not possible to create an algorithm that considers
the full list of every possible property that identify names of NEs. Thus we need
to be able to identify automatically which properties contain names of NEs for
each dataset.

5 Discovering properties that refer to names

In this section, we present a set of heuristics to identify PIN (Property that
Identifies Names) in LD datasets. Each algorithm receives a LD dataset as input
and returns a set of PIN for each class in the dataset. If a specific class does not
represent NEs, the algorithm must not return a PIN for this class, otherwise,
it should return one or more PIN. Each heuristic was created based on the
assumption that names are represented by proper names. To identify if a given
string is a proper name we are considering that every string with at least 50%
of its words capitalized is a proper name.

The same basic algorithm is used differing only in the heuristic (score function
and requisites) used.

Each algorithm recovers every class in a LD dataset and every property p
that has a literal as its value for each class c found. After that, for each class
c and each property p used to describe instances of this class the algorithm
calculates a score based on the occurrence of proper names as values of p. Each
heuristic identifies as a PIN the best scored property according to their respective
requisite. As our goal is identify PIN that differ from one dataset to another we
will give priority for other properties than rdfs:label.

Four heuristics were developed, and are described in the following subsec-
tions: Naive, Parametrized Naive, Multivalue and Multivalue with Threshold.
The Naive and Parametrized Naive heuristics consider only the best scored prop-
erty for each class (return a single result) and the Multivalue and Multivalue with
Threshold heuristics return every property that score higher than a given value.

5.1 Naive Heuristic

The Naive heuristic is the simplest and returns the property that has the highest
occurrence (higher score) of proper names as its value for each class.

The score(p,c) function is given by the sum of each occurrence of a proper
name as a value of the property p in entities from class c (ec) :

scoren(p, c) =
∑

ec

{
1, if p value = proper name
0, otherwise

}
(1)
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If every score for properties is equal to zero, class c has no PIN.

5.2 Parametrized Naive Heuristic

The Naive heuristic does not impose any kind of restriction for a proper name to
be recognized as a name. Therefore, this heuristic can return not only names but
also acronyms and possibly descriptions that have a high frequency of capitalized
words. Acronyms are usually short strings about 2 to 4 characters in upper case
while descriptions tend to be paragraphs or a set of paragraphs formed by a
large number of characters.

The Parametrized Naive heuristic aims to avoid occurrence of description
texts and acronyms as value for PIN. The heuristic uses two constraints min
and max to restrict the length of the string accepted as a name.

The score function (Formula 2) only counts occurrences in which p value is a
proper name with length greater than or equal to min and lower than or equal
to max.

scorepn(p, c) =
∑

ec

{
1, if p value = proper name, length(p value) ∈ [min,max]
0, otherwise

}
(2)

If the highest score is equal to 0 for a given class then there are not any PIN
associated with it.

5.3 Multivalue Heuristic

Given that many entities can be reffered to by a set of names instead of a unique
name, we propose a heuristic to identify these alternate names as well. We can
identify the most used name as a preferred name, and other names as alternate
names or acronyms referring to the same entity. The previous heuristics return
only one property as a PIN while this heuristic retrieves every possible PIN
including properties referring to acronyms. This heuristic is the same as the
Parametrized Naïve when considering the min value equal to zero and adding a
parameter with the number of returned PIN per class with a value equal to one.

In the Multivalue heuristic we intend to accept acronyms as valid values but
not descriptions. In this way, max is also used in the score function (Formula 3).

scoreMulti(p, c) =
∑

ec

{
1, if p value = proper name, length(p value) ≤ max
0, otherwise

}
(3)

The requisite to decide if a property p can be chosen as a PIN for a given
class is if its score is higher than zero.

5.4 Multivalue with Threshold Heuristic

This last heuristic is characterized by recognizing more than one property as a
PIN for each class and identifying only the best scored properties rather than
every property with a score greater than zero.
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The score for Multivalue with Threshold is calculated based on the relative
frequency of occurrence of property p referring to names for entities in class
c. In other words, a property p will be considered a PIN only if it also appears
describing a percentage of entities higher than a given threshold for a given class.
The score function can be seen in Formula 4.

scoreThreshold(p, c) = scoreMulti(p, c)/|ec| (4)

A given entity in a real world can have many alternative names. Due to this,
the Linked Data resource representing this entity may use the same property
many times to describe these diverse names. In order to give the same weight for
each property in the dataset this heuristic only counts one occurrence of each
property for each instance of a class.

The threshold will be used to select PIN. Every property with a score higher
than the threshold value will be considered as a PIN for class c.

6 Experiments

In our evaluation process we used the same datasets aforementioned excepting
Geo Linked Data and Linked Brainz. The Geo Linked Data was not used because
it only uses rdfs:label as a PIN. The Linked Brainz has about two billion triples
what requires a machine with a high processing power and memory available to
enable a good processing time.

The evaluated datasets were: Jamendo (DBTune.org) and Linked Movie
Database[5].

6.1 Gold Standard

To enable the evaluation of our heuristics we have created a gold standard. It
was manually developed and consists of a list of classes that have NEs as its
instances and a list of PIN associated to those classes. We assume at this point
that if a class represents NEs then each one of its instances is a NE.

The steps to create the gold standard are as follows:

– Identify all classes describing resources in the dataset.
– For each class identify all properties whose value is a literal.
– Analyze the meaning of each class and property
– Select classes that define NEs as its instances
– Select a set of PIN for each class that define NEs.

For the first two steps we used SPARQL queries to list all classes and their
respective properties. Having all classes and their respective properties we an-
alyzed their meaning. In other words, we have searched for the ontology de-
scription and if it does not exist or it is inconclusive we manually analyzed few
instances of each class. These ontology descriptions are mainly searched based
on their namespace and the respective LD dataset’s project website.
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Based on the meaning of each class and property we could identify those
that describe NEs. Each NE is identified by one or more names. We say that
a class represents NEs if it has one or more PIN associated with its instances.
We assumed that names are proper names and are infrequently shared by many
instances from the same class.

Each PIN was identified as referring to a preferential name, an alternative
name or an acronym. Preferential name is the most frequent name for a given
NE. Properties associated with preferential names appears only once in a Linked
Data resource that describes a NE but those associated with alternative names
and acronyms may appear zero or more times. Acronyms are identified by having
many capitalized characters in a single word while alternative names do not have
this feature.

There are some dataset features that should be pointed out. In every dataset
there are classes that do not refer to NEs and therefore do not have PIN. An-
alyzing the meaning of classes we notice that a class does not always describe
NEs or even entities. Some examples are: class Playlist in Jamendo and class
Performance in Linked Movie Database. The instances of Performance class are
not NEs but ternary relationships involving actors, films and characters. These
instances have properties responsible to link them with other entities but their
values are string representations of related entities names and not URIs, as is
recommended for relationships in Linked Data.

Another feature founded is that we can not use only the ontology description
to identify if a class describes NEs because sometimes the ontology description
is not available as in the case of Linked Movie Database.

We also have to make some observations about properties classified as con-
taining preferential or alternative names. In Linked Movie Database there are
some properties that share the same values such as dc:title and rdfs:label
for the class Film then in this case both were identified as referring to preferential
names.

6.2 Evaluation

The goal for the heuristics developed is, primarily, the identification of PIN as-
sociated with preferential names. If a heuristic identifies alternative names or
acronyms we understand this as a correct answer however it is not the best
answer. In the case of Multivalue and Multivalue with Threshold we intend to
retrieve every PIN from the LD dataset. In any case we understand the identi-
fication of PIN for classes that do not identify NEs as an error.

Our experiments were processed in two steps. Each one evaluates all heuristics
using a different dataset. For each dataset we made a local installation using the
RDF files provided by CKAN website in order to provide results that do not
change during our experiments.

Jamendo Jamendo is a small dataset with 11 classes being 3 of them describing
NEs, each one containing 1 PIN.
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The Naive Heuristic found all three properties correctly plus another one:
mo:text from Lyrics class. This represents song letters which are reproduced
as a value for property mo:text. The incorrect classification of this property is
due to the fact that we are considering every string as possible names regardless
whether a string has many or few letters.

In the Parametrized Naive Heuristic, we considered that the value of the
candidate properties should have minimum length of 4 and maximum length of
100 characters. Although the number of occurrence for mo:text has dropped,
the same classes and properties were obtained.

There was an increase of false positive candidate PIN with the Multivalue
Heuristic because it discovered a new property for each of the classes Record and
MusicArtist since it selects not only the best scored properties but any property
of a class with non-zero score. In the Multivalue with threshold heuristic, we
established that the maximum length of a string is 100, and use values 0.4, 0.6,
0.8 and 0.95 as threshold. With 0.4, 0.6 and 0.8 as threshold, the classes Record
and MusicArtist and their properties were correctly identified. Increasing the
threshold to 0.95, no property was identified. The overall results of application
of each heuristic can be seen in Table 1.

Table 1. Results from PIN identification heuristics for Jamendo Dataset

Heuristic PIN found False positives
Naive 3 (100%) 1

Parametrized Naive 3 (100%) 1
Multivalue 3 (100%) 3

Multivalue with Threshold (0.4 , 0.6, 0.8) 2 (66.67%) 0
Multivalue with Threshold (0.95) 0 (0%) 0

Linked Movie Database The Linked Movie Database[5] has a large number
of classes (53 classes being 34 describing NEs). It has its own ontology that,
unfortunately, does not have description for its classes and properties available
on CKAN or dataset website.

This dataset has a particular feature. There are some entities that belongs to
two different classes. For example, the resource identified by the URI http://dat
a.linkedmdb.org/resource/actor/1 has two rdf:type values: Actor and Per-
son. Due to this the Person class does not have a unique PIN associated with
preferential names and each one of these PIN does not appear together.

The Naive heuristic identified 31 out of 41 PINs. There was a draw between
the hits number for rdfs:label and the correct PIN in many classes but as
rdfs:label has lower priority according to our algorithm the correct proper-
ties were identified as PIN. Only two PIN had more hits than rdfs:label:
movie:film_character_name from Character class and movie:film_company_
name from Film Company class.
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There were also a large number of false positives due to two features of the
dataset. The first is that the Linked Movie Database has classes we did not
recognize as identifying NEs such as Film Focus or Film Distribution Medium.
Regardless whether these classes do not identify NEs they have properties de-
scribing their names such as “Theatre” or “CD” for instances of Film Distribution
Medium. The second feature is literals as values for properties referring to re-
lationships. There are some classes such as Performance that identify ternary
relations between instances of Actor, Character and Film but properties relating
an instance of Performance with instances of the other classes have strings as
their values instead of URIs. In this case, these relationships were returned as
PIN due to a wrong description used in the dataset.

The Parametrized Naive heuristic identified the correct PIN (movie:country
_name) instead of properties referring to acronyms(movie:country_iso_alpha3)
due to parameters min = 4 and max = 100 as expected. This heuristic had more
false positives due to the recognition of rdfs:label rather than the correct PIN
for some classes. It happens because the rdfs:label value is composed by the
value of the correct name plus the class name so some values for the correct PIN
were discarded by the min parameter but the rdfs:label for the respective
entity was not discarded because its value has more characters. If rdfs:label
has at least one hit more than the correct PIN, this heuristic will recognized it
as a PIN.

The Multivalue heuristic identified all PIN from the dataset. It could also
identified every PIN for the Person class because it does not restrict the number
of hits to recognize a property as a PIN. Although the 100% of recall this heuristic
retrieved a large number of false positive. This heuristic had the same problem
identified in the Naive Heuristic but the previous get only one property as a
PIN.

At last, the Multivalue with Threshold Heuristic did not identified any PIN
for the Person class as we expected. It still have a high number of false positives
due to features aforementioned. The overall results can be seen in Table 2.

Table 2. Results of PIN identification heuristics for Linked Movie Database

Heuristic PIN found False positives
Naive 31 (75.61%) 21

Parametrized Naive 19 (46.34%) 33
Multivalue 41 (100%) 85

Multivalue with Threshold (0.4) 35 (85.36%) 68
Multivalue with Threshold (0.6) 35 (85.36%) 65
Multivalue with Threshold (0.8) 34 (82.93%) 61
Multivalue with Threshold (0.95) 32 (78.05%) 54



43

6.3 Analysis

Each heuristic has different characteristics and the best fit will depend on the
dataset features.

The Naive and Parametrized Naive Heuristics do not prioritize recall. They
return only one PIN for each NE class and these PIN refer only to preferable
names for NEs. Thus they presented a better precision because they usually iden-
tify the right PIN but they do not return every possible PIN from the dataset. In
applications that need to recognize names in a LD dataset without many errors
these two heuristics are preferable. Moreover, the Multivalue and Multivalue with
Threshold have a better recall. The Multivalue Heuristic returns every possible
PIN from the dataset recognizing every PIN in our experiments but also return-
ing a high number of false positives. The Multivalue with Threshold Heuristic
allows mantaining the recall but with more precision. As we increase the value
of the Threshold we have less false positives with a good recall. These last two
heuristics are preferable in applications that only need PIN to reduce the search
space for names. The results for each heuristic can be seen in Table 3.

In addition our heuristics could also identify which classes have NE as their
instances. Each class that have at least one PIN recognized can be seen as NE
class.

Despite the high number of false positives, our heuristics have obtained a rea-
sonable result in this preliminary study. The next step is evaluating our heuristics
using a bigger set of LD datasets in order to acquire more insights about com-
mon Linked Data features and how the heuristics perform with new features.
The heuristics may also be important to provide an overview of which proper-
ties are actually used to describe names for NEs in LD datasets and to reduce
the search space for names of NEs described in the dataset. Therefore, they help
using generic datasets in LD as knowledge bases for NER and linking tasks.

Jamendo Linked Movie Database
Heuristics Precision Recall F-Score Precision Recall F-Score
Naive 0.75 1 0.8571 0.5962 0.7561 0.6667

Parametrized Naive 0.75 1 0.8571 0.3654 0.4634 0.4085
Multivalue 0.5 1 0.6667 0.3254 1 0.4910

Multivalue (Threshold = 0.4) 1 1 1 0.3398 0.8536 0.4861
Multivalue (Threshold = 0.6) 1 1 1 0.35 0.8536 0.4964
Multivalue (Threshold = 0.8) 1 1 1 0.3579 0.8293 0.5
Multivalue (Threshold = 0.95) 0 0 0 0.3721 0.7805 0.5039

Table 3. Overall Results for the application of every heuristic for PIN identification

7 Conclusion

In this paper we started to address the problem of finding names for NE in
generic Linked Data datasets. Due to the heterogeneity in the description of
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these datasets, the identification of properties that have names as their values is
not trivial. We analyzed the feasibility of using rdfs:label as a unique source
for NE names and then presented a set of heuristics for identification of PIN,
those properties whose values may be names for NEs.

We conducted a preliminary study using our heuristics with two datasets
from the LOD cloud. Both datasets have a significant number of triples, classes
and properties. We created a gold standard to evaluate our heuristics. Based on
the results of the evaluation, we discovered that our heuristics can be used to
identify PIN for these LD datasets, but given that the heuristics’ accuracy were
not 100%, we suggest that they undergo a process of manual review before they
are used in applications that require 100% accuracy.
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Abstract. The richness of the (Semantic) Web lies in its ability to link related
resources as well as data across the Web. However, while relations within par-
ticular datasets are often well defined, links between disparate datasets and cor-
pora of Web resources are rare. The increasingly widespread use of cross-domain
reference datasets, such as Freebase and DBpedia for annotating and enriching
datasets as well as document corpora, opens up opportunities to exploit their in-
herent semantics to uncover semantic relationships between disparate resources.
In this paper, we present an approach to uncover relationships between disparate
entities by analyzing the graphs of used reference datasets. We adapt a relation-
ship assessment methodology from social network theory to measure the connec-
tivity between entities in reference datasets and exploit these measures to identify
correlated Web resources. Finally, we present an evaluation of our approach using
the publicly available datasets Bibsonomy and USAToday.

Keywords: Linked data, data integration, link detection, semantic associations

1 Introduction

The emergence of the Linked Data principles [2] has led to the availability of a wide va-
riety of structured datasets1 on the Web. However, while the central goal of the Linked
Data effort is to create a well-interlinked graph of Web data, links are still comparatively
sparse, often focusing on a few highly referenced datasets such as DBpedia, YAGO [18]
and Freebase, while the majority of data exists in a rather isolated fashion. This is of
particular concern for datasets which describe the same or potentially related resources
or real-world entities. For instance, within the academic field, a wealth of potentially
related entities are described in bibliographic datasets and domain-specific vocabular-
ies, while no explicit relationships are defined between equivalent, similar or related
resources [5].

1 http://lod-cloud.net/state
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Furthermore, knowledge extraction, Named Entity Recognition (NER) tools and
environments such as GATE [4], DBpedia Spotlight2, Alchemy3, AIDA4 or Apache
Stanbol5 are increasingly applied to automatically generate structured data (entities)
from unstructured resources such as Web sites, documents or social media. However,
while such automatically generated data usually provides an initial classification and
structure, for instance, the association of terms with entity types defined in a struc-
tured RDF schema (as in [14]), entities extracted via Natural Language Processing
(NLP) techniques are usually noisy, ambiguous and lack sufficient semantics. Hence,
identifying links between entities within such a particular dataset as well as with pre-
existing knowledge serves three main purposes (a) enrichment, (b) disambiguation and
(c) data consolidation. Often, dataset providers aim at enriching a particular dataset
by adding links (enrichments) to such comprehensive reference datasets. Current inter-
linking techniques usually resort to map entities which refer to the same resource or
real-world entity, e.g., by creating owl:sameAs references between an extracted entity
representing the city “Berlin” with the corresponding Freebase and Geonames6 entries.

However, additional value lies in the identification of related entities within and
across datasets, e.g., by creating skos:related or so:related references between
entities that are to some degree related [7]. In particular, the widespread adoption of
reference datasets such as DBpedia or Freebase opens opportunities to discover related
entities by analyzing the graph of used joint reference datasets to measure the related-
ness, i.e., the semantic association [1, 17] between a given set of enrichments and, thus,
entities. However, uncovering this relation would require the assessment of such refer-
ence graphs in order to (a) identify the paths between these given enrichments and (b)
measure their meaning with respect to some definition of semantic relatedness.

In this paper, we describe an approach to identify relationships between disparate
entities by analyzing the graphs of reference datasets using an algorithm adopted from
social network theory and extended to the needs of our overall vision. The main goal
is to detect and quantify the relatedness between given sets of disparate entities and
thus, Web resources. We provide a general-purpose approach, which exploits the num-
ber of paths and the distance (length of a path) between given entities to compute a
relatedness score between (a) extracted entities and (b) associated Web resources such
as documents.

The remainder of this paper is structured as follows. Section 2 formally describes
the problem addressed. Section 3 introduces our method. Section 4 and Section 5 show
the evaluation strategies and their results, respectively. Section 6 reviews the literature.
Finally, Section 7 summarizes our contributions and discusses future work.

2 http://dbpedia.org/spotlight
3 http://www.alchemyapi.com
4 http://adaptivedisclosure.org/aida/
5 http://incubator.apache.org/stanbol
6 http://www.geonames.org
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2 Problem Definition

In this work, we aim at finding and measuring the connectivity, i.e. semantic associ-
ation, between disparate entities and use it as a measure to compute the relatedness
of documents which refer to such entities. Exploiting implicit semantic relationships
between entities, beyond mere linguistic similarity between different Web resources,
allows to uncover different kind of semantic relationships between Web resources.

According to Sheth et al. [16], a semantic association between two resources exists
if they have semantic connectivity or semantic similarity. In this work we focus on the
semantic association given by semantic connectivity.

For instance, let G = (E, P) be a graph (e.g. RDF dataset), where E and P denote a
finite set of entities and properties, respectively. A property pi ∈ P is represented by a fi-
nite set of entities {ei, e j}, where ei, e j ∈ E. Thus, given two entities e1 and en, they have
semantic connectivity [16] iff exists at least one path ρ<max(l)>

(e1,en) = {{e1, e2}, {e2, e3}, ...,
{en−1, en}} that links each other with a maximum l properties between them. Contrast-
ing with [16], we constrained the paths to a maximum length max(l), since reference
datasets (e.g. DBpedia and Freebase) are densely connected and, hence, the probability
that any two entities be connected through longer paths tends to be high.

For performance reasons (see Section 3), we assume undirected graphs. Therefore,
the paths ρ<max(l)>

(e1,en) = {{e1, e2}, {e2, e3}, ..., {en−1, en}} and ρ<max(l)>
(en,e1) = {{en, en−1}, ..., {e3, e2},

{e2, e1}} are considered to be equal, that is, ρ<max(l)>
(e1,en) = ρ<max(l)>

(en,e1) .
Thus, the semantic connectivity between two given entities ei and e j can be mea-

sured by a score λ(δ<max(l)>
(ei,e j)

), where δ<max(l)>
(ei,e j)

is a set of paths ρ<max(l)>
(ei,e j)

. We say that there

is a semantic association between ei and e j iff λ(δ<max(l)>
(ei,e j)

) > 0, and that there is no

semantic association between ei and e j iff λ(δ<max(l)>
(ei,e j)

) = 0.
Section 3 provides the details about the measure chosen to compute the score be-

tween two entities. This measure is applied to detect connectivity between entities and
connectivity between Web resources (e.g. documents).

3 Approach

In this section, we present a method for computing the semantic connectivity between
entities as well as corresponding Web documents. The process is divided into the fol-
lowing steps: (a) entity recognition and enrichment; (b) discovery of semantic associa-
tions between entities; (c) computation of semantic connectivity scores that express the
relatedness between the entities.

3.1 Entity Recognition and Enrichment

The entity recognition and enrichment process extract rich, structured data about en-
tities, such as locations, organizations or persons from unstructured Web resources.
One fundamental goal is to, not only recognize named entities but, to enrich these with
references to established reference datasets such as DBpedia or Freebase as means to
disambiguate and expand entity descriptions.
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Our approach currently applies two different methodologies: (1) gradual named en-
tity recognition (NER) followed by subsequent enrichment, (2) integrated NER and
enrichment. The first approach is currently exploited by the previously introduced AR-
COMEM project and deploys GATE7 components as a NER tool together with self-
developed enrichment techniques using typed queries on DBpedia and Freebase [14].
While GATE extracts isolated typed entities, for instance an entity of type location with
the label “Athens”, enrichment is used to expand each entity with additional knowledge
and to provide means for disambiguation.

The second approach exploits combined NER and disambiguation techniques which
directly extract DBpedia and Freebase entities out of unstructured resources. As part
of the current experiments proposed in this paper, we use a local deployment of the
DBpedia Spotlight Web Service. While both approaches show particular advantages and
disadvantages, a thorough evaluation with respect to precision and recall of retrieved
entities is currently ongoing. However, since the focus of this paper is on the next two
steps, our experiments use an evaluated set of extracted and enriched DBpedia entities.

3.2 Discovery of Semantic Associations between Entities

The second step of our approach aims at retrieving all paths with up to a maximum
length between two given entities in the DBpedia graph. As this is a computationally
expensive task, we adopted a pre-processing strategy, also used in [10], which computes
the maximal connected subgraphs through a breadth-first search algorithm.

Instead of starting to find all the paths between two nodes, the algorithm verifies
if both nodes belong to the same subgraph in the triple set. If the two nodes do not
belong to the same subgraph, then a priori we know that no path with up to a pre-
determined maximum length exists between them. Otherwise, the process of finding all
paths between two given nodes is initiated.

The maximum length of a path will be discussed in the next section. However, it is
obvious that calculating long paths is expensive.

3.3 Semantic Connectivity and Document Relatedness Score

In order to compute the connectivity between two given enriched entities, we applied
the Katz index proposed in [9] to calculate the relatedness of actors in a social network.
This index takes into account the set of all paths between two nodes. The index also
uses a damping factor βl that is responsible for exponentially penalizing longer paths.
The equation to compute the Katz index is as follows:

Katz(a, b) =

τ∑
l=1

βl · |paths<l>
(a,b)| (1)

where |paths<l>
(a,b)| is the number of paths between a and b of length l and 0 < β ≤ 1 is

a positive damping factor. The smaller this factor is, the smaller is the contribution of
longer paths to the Katz index. Obviously, if the damping factor is 1, all paths will have

7 http://gate.ac.uk
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the same weight independently of the path length. In this work, we used β = 0.5 as our
damping factor, since this value presented better results.

After computing the semantic connectivity score for a set of entities in a enriched
dataset, a ranking of the most related entities is generated for each entity.

A major problem with the Katz index is that it is computationally expensive, since
finding all paths between two nodes in not practical for large graphs. Thus, to overcome
this problem, we set a threshold (τ = 4) to the maximum path length between nodes, a
decision that is backed up by the small world [21] phenomenon, which indicates that a
pair of nodes is separated by a small number of connections. Thus, to compute all paths
above this threshold would mean to add a constant factor for all indices.

One of the main applications of measuring entity connectivity is to discover doc-
ument relatedness. In order to achieve such goal, we combine the results of the Katz
index formula with entity co-occurrence scores. Thus, documents that contain the same
entities receive an extra similarity bonus that would not be granted by the Katz index.
The semantic relatedness score between documents is computed by the Eq. 2.

DRS (A, B) =
∑

i∈A, j∈B,i, j

Katz(i, j) +
|entity(A) ∩ entity(B)|

2
(2)

where entity(A) and entity(B) denote the set of entities occurring in documents A and
B, respectively.

4 Evaluation

In this section, we present the evaluation process to validate our approach. Our evalua-
tion aims to assess the following criteria:

Computed connectivity between entities. Given the lack of benchmarks for vali-
dating entity connectivity, we rely on the wisdom of crowds to verify the relation be-
tween entities found by our semantic approach. Our assumption is that from the associ-
ations between terms (entity labels) suggested by Web users over time, a valid measure
for connectivity emerges. In summary, two terms (that name entities) that co-occur to a
high degree on the Web are considered related. With this “crowd-sourced” strategy, we
exploit the wisdom of crowds to detect the co-occurrence of entities on the Web (See
Section 4.2 for details). To assess the agreement of both approaches, we use a variation
of the Kendall’s Tau method [3].

Validity of computed document relationships. This evaluation is fundamental to
prove the importance of considering the semantic associations between entities. Fur-
thermore, although our motivation examples show a very strict scenario, where linguis-
tic techniques would fail, our evaluation intends to show that this strategy also can be
useful to improve linguistic approaches in common datasets.

4.1 Dataset

In this section, we describe the characteristics of the two distinct datasets used for the
evaluation process. The first dataset consists of 200 randomly selected articles from the
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USAToday8 news Web site. Each article contains a title and a summary of the whole
textual content. The second dataset consists of randomly selected documents from Bib-
sonomy9, a repository of research publications, annotated based on a folksonomy. To
sample the data, we randomly selected 5 tags and gathered the Bibsonomy entries for
each of these tags. In total we ended up with 213 documents (titles and abstracts).

The entity recognition and enrichment process (Section 3.1) extracted 399 unique
entities from the USAToday corpus while the Bibsonomy corpus was annotated with
1118 unique entities. That resulted in rather large number of entity pairs, each requiring
to compute an individual relatedness score. For example, in the case of the USATo-
day dataset, we obtained approximately 80,000 pairs of entities and over 600,000 pairs
of entities for the Bibsonomy dataset. As reported in Section 3.3, each comparison of
entity pairs returns several distance values that are used to compute the semantic relat-
edness score between documents in our two corpora.

4.2 Crowd-sourced Connectivity Score

To compare and assess our retrieved connectivity scores, we introduced a crowd-sourced
relationship detection approach. For this purpose, the Bing search engine10 was used to
identify entity correlations based on term co-occurrence on the Web.

In order to estimate a co-occurrence score, a query is submitted to the Bing search
engine, retrieving the total number of search results that contain the labels of the queried
pair of entities in their text body. Note that Bing and other search engines return an
approximation of the number of existing Web pages that contain the queried terms. In
addition, since search terms are untyped strings as opposed to entities, we are aware
that this approach might carry ambiguous and misleading results. However, we assume
that a large number of pages indicates high connectivity and a small number of pages
indicates low connectivity between the queried terms. Thus, given two entities a and b,
the final score is estimated by the Eq. 3.

CrowdS core(a, b) =
Log(count(ab))
Log(count(a))

·
Log(count(ab))
Log(count(b))

(3)

where count(a) is the number of Web pages that contain entity a, count(b) is the number
of Web pages that contain entity b and count(ab) is the number of Web pages that
contain both entities a and b. It is important to note that count(ab) is always less than
or equal to count(a) and less than or equal to count(b). Hence, the final score is already
normalized to 0 ≤ CrowdS core(a, b) ≤ 1. This score will be used as our benchmark.
Thus, we rely on the wisdom of crowds to validate our approach.

4.3 Entity Connectivity Evaluation & Document Relatedness Evaluation

In the first step, we aim to evaluate the entity rankings given by both methods - semantic
and crowd-sourced - we used a variation of Kendall’s tau method, which is used for
measuring the similarity of the top k items in two ranked lists.

8 http://www.usatoday.com
9 http://www.bibsonomy.org

10 http://www.bing.com/developers/
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Table 1. Kendall tau and Precision between the semantic and the crowd-sourced entity rankings.

k@2 k@5 k@10 k@20
Dataset Kendall tau Precision Kendall tau Precision Kendall tau Precision Kendall tau Precision

USAToday 0.01 0.09 0.13 0.19 0.20 0.21 0.22 0.23
Bibsonomy 0.0010 0.0016 0.0069 0.0081 0.0102 0.0109 0.0204 0.0210

The second experiment evaluates the ability to find evidences of document related-
ness. In this step, we compute for each pair of documents a semantic-based relatedness
score and a crowd-sourced score. To compute the semantic relatedness score between
documents, we used Eq. 2 proposed in Section 3.3. Similarly to Eq. 2, we defined a
crowd-sourced score that uses the CrowdScore defined in Eq. 3 as follows:

DRC(A, B) =
∑

i∈A, j∈B,i, j

CrowdS core(i, j) +
|entity(A) ∩ entity(B)|

2
(4)

where A and B are documents; i and j are entities contained in each document respec-
tively. As we explained in Section 3.3, a different score is given for pairs of entities
where i = j.

Based on Eqs. 2 and 4, a list of the most related documents for each given docu-
ment is generated. In order to assess the precision of the generated ranked lists in the
USAToday dataset, we performed a manual evaluation to validate the top 1 related doc-
ument for each of the 200 existing documents using both methods (semantically and
crowd-sourced generated). The results show the precision of the top one related item.

For the Bibsonomy dataset we used the tags of each document as a ground truth for
document relatedness [12]. In this evaluation, two documents are considered related if
they share a set of tags. For this evaluation, we assessed precision at different levels.
As mentioned earlier, comparison with linguistic clustering techniques is not suited for
the purpose of our evaluation, since it would only detect correlation of terms, while
our approach also considers semantic relationships between terms (as part of extracted
entity labels).

5 Results

Regarding the agreement of the semantically generated entity ranking against the crowd-
sourced ranking generated by the given co-occurrence of the terms in Web pages, as
explained in Section 4.3, we performed a variation of the Kendall tau rank correlation
coefficient, together with precision measures at different levels (see results in Table 1).

The main reason for these rather low values is that the information captured by both
relatedness strategies expresses different relationships. While the crowd-sourced one
gives us the overall human perception of the relatedness between different entities, the
semantic strategy provide us with actual underlying connections between the entities.

Regarding to the document relatedness evaluation, Table 2 shows the results regard-
ing the manually assessed recommendations for both strategies, verifying the validity
of the semantic entity-document score. On the USAToday dataset the success of both
strategies perform quite good (over 76% for the semantic-based relatedness and over
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Table 2. Precision @k for the documents relatedness recommendations in Bibsonomy dataset
(left table). Precision @1 manually evaluated for the documents relatedness recommendations in
USAToday dataset (right table).

Bibsonomy
Precision @1 @2 @5 @10

Semantic-based 0.78 0.86 0.82 0.76
Crowd-sourced 0.70 0.70 0.74 0.70

USAToday
Precision @1

Semantic-based 0.76
Crowd-sourced 0.65

Fig. 1. The X-axis represents the ranking position x of entity pairs according to our crowd-sourced
connectivity rankings. The Y-axis represent the number of entity pairs ranked at xth position that
have a semantic relation according to our connectivity threshold.

65% for the crowd-sourced), giving us the proof of concept that, both strategies can be
used for suggesting related items, even though the top related items are not the same.

For the Bibsonomy dataset we performed an automatic evaluation to access the
precision of the document placement regarding the tag assignments. As explained in
Section 4.3, we assumed the tag assignments as the ground truth for document related-
ness [12]. Table 2 exposes the results for precision of the recommended documents
considering the top k results. Both methods reached over 70% of performance that
demonstrates their significant potential.

After computed all semantic and crowd-sourced scores between the pairs of entities,
we obtained for each entity two ordered lists ranking all entities (m) according to each
score. In Fig. 1, we represent data generated based on the USAToday dataset. The X-axis
represents particular sets of entity-pairs ordered according to their connectivity ranking
achieved based on the crowd-sourced activity ranking. The (x) value denotes all entity
pairs (mx) which are ranked at the xth position in each particular entity ranking list. The
Y-axis represent the number of entity pairs (nx) that have a semantic relation according
to our semantic connectivity scores (solid line, (λ(δ<max(l)>

(ei,e j)
) > 0)) within the particular

set mx at xth ranking position.
Ideally, we expect that for every entity pair ranked at the top position (left on X-

axis), would exist some semantic relation. The plot shows that for the top 1 crowd-
sourced pairs, we found around 225 pairs that have such relation.
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In this sense, the dotted line represents the ideal result. From these results, we can
deduct that the pairs that are in between the area below the dotted line and above the
solid line are most probably missing some semantic relation. Identifying the correct
items that have some missing relations is the first step for the task of actually discov-
ering which ones are the exactly missing relations. Complementary, by observing the
missing semantic ranked pairs on the X-axis, we can identify which entities miss some
relation given by the crowd-sourced. It is worth noting that since the 260th rank position
in the X-axis, the behavior of the curve are in line with our expectations, i.e., the lower
the correlation between crowd-sourced, the lower is the semantic connectivity.

As for a qualitative analysis of the document relatedness evaluation, we picked up a
document (i) from the USAToday corpus and its most related document (ii) according
to our semantic-based approach. The underlined terms refer to the recognized entities
in each document derived from the entity recognition and enrichment process (see Sec-
tion 3.1).

(i) The Charlotte Bobcats could go from the NBA’s worst team to its best bargain.

(ii) The New York Knicks got the big-game performances they desperately needed
from Carmelo Anthony and Amar’e Stoudemire to beat the Miami Heat.

Although both documents are related to basketball, a linguistic approach would fail
to point out both documents as related. First, both documents have too short descrip-
tions, which make it harder for a linguistic approach to detect their similarity. Second,
in this particular case, there are no significant common words between the documents.
However, by applying our semantic-based approach, it is possible to measure a score of
connectivity between both documents. For example, once the term Charlotte Bobcats
was enriched by the entity http://dbpedia.org/resource/Charlotte_Bobcats
in the document (i) and the term New York Knicks was enriched by the entity http://
dbpedia.org/resource/New_York_Knicks in the document (ii), a semantic score
is assigned to each pair of entities found to generate an overall score of connectivity
between both documents.

6 Related Work

The approach of applying actor/network theory to data graphs has been discussed by
Kaldoudi et al. [8]. Graph summarization is a very interesting approach to exploit se-
mantic knowledge in annotated graphs. Thor et al. [19] exploited this technique for link
prediction between genes in the area of Life Sciences. Their approach relies on the fact
that the graph summarization techniques create compact representations of the original
graph adopting some criteria for the creation, correction and deletion of edges and for
grouping nodes. Thus, a prediction function ranks the most potential edges and then
suggests possible links between two given genes.

Another approach to identify potential links between nodes is presented by Potamias
et al. [13], where they describe an algorithm based on Dijkstra’s shortest path along with
random walks in probabilistic graphs to define distance functions that identifies the k
closest nodes from a given source node. Lehmann et al. [10] introduces the RelFinder
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that is able to show relationships between two different objects in DBpedia. Their ap-
proach is based on the breadth-first search algorithm, which is responsible for finding
all related objects in the tripleset. Then, the information gathered is stored in a relational
database for further querying and visualization. In this work, we use the RelFinder ap-
proach to exploit the relationship between objects (see Section 3.2). Contrasting with
RelFinder, Seo et al. [15] proposed the OntoRelFinder that uses a RDF Schema for
finding the relationships between two objects through its class relationships.

An interesting work in social networks is also presented by Leskovec et al. [11].
Their technique suggests positive and negative relationships between people in a so-
cial network. The notion of negative and positive relationships is also addressed in our
method, but taking into account the length of the paths, as aforementioned. Similarly,
Xiang et al. [22] present a work based on the homophily principle (i.e., people tend to
associate and interact with people with similar characteristics) to estimate relationship
strength between people. For this, they present an unsupervised model that takes into
account the shared attributes and interactions between individuals in a social network.
This approach meets our assumptions that the closer two objects are, the higher is the
proximity between them.

Finding semantic associations between two given objects is also discussed in the
context of ontology matching [6, 20, 23]. In our case, hub ontologies could also be used
to infer missing relationships into another ontology.

Contrasting with the approaches just outlined, we combine different techniques to
uncover relationships between disparate entities, which allows us to exploit the rela-
tionships between entities to identify correlated Web resources.

7 Discussion and Outlook

We have presented a general-purpose approach to discover relationships between Web
resources based on the relationships between extracted entities together with an eval-
uation and discussion of experimental results. We found that, uncovering relationships
between data entities helps to detect correlations of documents that, a priori, linguis-
tic approaches would not reveal. Linguistic methods are based on the co-occurrence
of words in a set of documents, while our semantic-based approach relies on seman-
tic relations between entities as represented in reference datasets. A hybrid approach
would overcome this deficiency. However, in cases where extracted entities have to be
matched, term frequency or linguistic similarity-based approaches cannot be applied.
An interesting application of our work lies in document and data clustering which can
be exploited, for instance, for entity based document recommenders.

During our evaluation experiments, we achieved an average of 80% of precision for
the Bibsonomy dataset when suggesting the most related documents given one docu-
ment (top 1, top 2, top 5, top 10), while for the USAToday dataset we achieved 0.76%
of precision. We also presented a crowd-sourced strategy that takes into account the
co-occurrence of entities in Web searches, thus relying on the wisdom of crowds. This
approach achieved an average of 71% of precision for the Bibsonomy dataset, while the
USAToday presented 65% of precision. This leads to the conclusion that both produce
fairly good indicators for document relatedness.
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Although both approaches have achieved good results, an evaluation based on the
Kendall’s tau rank correlation has shown that both differ in the relationships they un-
covered. Naturally, the numbers presented by the Kendall’s tau evaluation are subjected
to noise caused by misannotated entities during the NER/enrichment process and the
approximated values given by the search engine. Nevertheless, we believe that these
proposed evaluations are the first step to identify missing connections in a semanti-
cally enriched dataset. Finally, we deduct that each strategy is complementary to each
other. Semantically deducted relations are able to find connections between entities that
do not necessarily often co-occur in contrast to the crowd-sourced analysis based on
co-occurrence.

The main issues faced during the experimental work were the low performance and
accuracy of the NER tools at hand, and high computational demands when applying our
relatedness computation to larger amounts of data. That restricted our experiments to a
limited dataset. Moreover, one of the key weaknesses of the Katz index in the context
of our work is the fact that it treats all edges equally. Thus, when applying it to Linked
Data graphs, valuable semantics about the meaning of each edge (i.e., property) is not
considered during the relatedness computation. We are currently investigating ways to
extend the Katz index by distinguishing between different property types. Hence, future
work will plan to (a) apply weights to different path types between the entities according
to the semantics of the properties they represent in order to provide a more refined score;
and (b) investigate means to combine our two complementary relationship discovery
approaches.
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Abstract. In this paper, we describe an end-to-end system that automatically ex-
tracts RDF triples describing entity relations and properties from unstructured
text. This system is based on a pipeline of text processing modules that includes a
semantic parser and a coreference solver. By using coreference chains, we group
entity actions and properties described in different sentences and convert them
into entity triples. We applied our system to over 114,000 Wikipedia articles and
we could extract more than 1,000,000 triples. Using an ontology-mapping sys-
tem that we bootstrapped using existing DBpedia triples, we mapped 189,000
extracted triples onto the DBpedia namespace. These extracted entities are avail-
able online in the N-Triple format1.

1 Introduction

By using the structured and semi-structured information from Wikipedia, DBpedia [1]
has created very large amounts of linked data and is one the most significant achieve-
ments of the Semantic Web initiative. Datasets from DBpedia are used in a wide range
of applications such as faceted search, model training for information extraction, etc.

DBpedia focuses on extracting structured information from Wikipedia articles, such
as infobox templates and categorization information. However, the unstructured text of
the articles is left unprocessed. Some recent projects have attempted to use this text
content to extend the DBpedia triple base. Examples include iPopulator [2] that popu-
lates incomplete infoboxes with attribute values it identifies from the article text, while
two recent systems, LODifier [3] and KnowledgeStore [4], extract semantic information
from the text. LODifier creates RDF triples based on WordNet URIs while Knowledge-
Store uses its own ontology. Nonetheless, these systems show limitations in the form
of preexisting infobox templates or data structures that are not fully compliant with the
DBpedia namespace.

In this paper, we introduce a framework to carry out an end-to-end extraction of
DBpedia triples from unstructured text. Similarly to LODifier and KnowledgeStore,
our framework is based on entities and identifies predicate–argument structures using
a generic semantic processing pipeline. However, instead of recreating new semantic
structures, we integrate the DBpedia property ontology and therefore make the reuse

1 http://semantica.cs.lth.se/
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and extension of the DBpedia dataset much easier. Starting from the DBpedia dataset,
we link the triples we extract from the text to the existing DBpedia ontology, while go-
ing beyond the existing infobox templates. Applications already using DBpedia would
then benefit from a richer triple store.

We applied our system to over 114,000 Wikipedia randomly selected articles and we
could extract more than 1,000,000 triples. Using the ontology-mapping system that we
bootstrapped using existing DBpedia triples, we mapped 189,000 extracted triples onto
the DBpedia namespace. Interestingly, we could rediscover from the text 15,067 triples
already existing in the DBpedia dataset. We evaluated our framework on a sample of
200 sentences and we report a F1 score of 66.3% on the mapped triples.

2 Related Work

The extraction of relational facts from plain text has long been of interest in information
extraction research. The key issue in relation extraction is to balance the trade-off be-
tween high precision, recall, and scalability. With the emergence of the Semantic Web
and numerous ontologies, data integration has become an additional challenge.

There has been a considerable amount of research on semi-supervised [5–7] meth-
ods using bootstrapping techniques together with initial seed relations to create extrac-
tion patterns. Unsupervised approaches [8, 9] have contributed further improvements by
not requiring hand-labeled data. These approaches have successfully answered scalabil-
ity and precision factors, when applied on web-scale corpora. The challenge of ontology
and data integration has been addressed by [10].

Due to concerns on scaling, the use of syntactic or semantic relation extraction
techniques in relation extraction has been relatively sparse. Few systems carry out a
complete analysis of the source documents using coreference resolution or discourse
analysis to extract all statements. Exceptions include LODifier [3] and Knowledge-
Store [4], that have extracted semantic information and applied coreference resolution.
However, the entities extracted by these systems have not been integrated to a single
homogenous ontology.

In contrast to these approaches, we suggest an end-to-end system, that extracts all
the entity relations from plain text and attempts to map the entities onto the DBpedia
namespace. We balance precision and recall by employing a combination of NLP tools,
including semantic parsing, coreference resolution, and named entity linking. Scalabil-
ity issues are handled by parallelizing the tasks on a cluster of computers. Furthermore,
we propose an ontology mapping method that bootstraps learning from existing triples
from the DBpedia dataset.

3 System Architecture

The architecture of our system is a pipeline that takes the Wikipedia articles as input
and produces entities in the form of DBpedia RDF triples. As main features, the system
includes a generic semantic processing component based on a semantic role labeler
(SRL) to discover relations in text, an automatic learning of ontology mappings to link
the extracted triples to the DBpedia namespace, and an algorithm to rank named entity
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Fig. 1. Overview of the entity extraction pipeline.

links (NEL) found in coreference chains in order to discover representative mentions.
In total, the end-to-end processing of Wikipedia article text consists of seven modules
(Figure 1):

1. A WikiMarkup filtering module that removes the Wikimedia markup, providing the
plain text of the articles to the subsequent modules;

2. A Wikipedia link extractor that extracts Wikipedia links from the articles;
3. A semantic parsing module, Athena [11], a framework for large-scale semantic

parsing of text written in natural language;
4. A coreference resolution module that detects and links coreferring mentions in text;
5. A mention-to-entity linking module that links mentions to a corresponding DBpedia

URI;
6. An information aligning and entity extracting module that aligns the output from

top-level modules and extracted entities in the form of triples.
7. An ontology mapping module that carries out the final mapping of predicates from

the Propbank nomenclature onto the DBpedia namespace.

4 Processing of Wikipedia Article Text

WikiMarkup Filtering. Prior to any analysis, the text must be filtered. This is an
essential step that seeks to remove annotations and markups without affecting the run-
ning text. Without this step, subsequent modules would fail in their analysis and lead to
erroneous extractions.
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Wikipedia articles are composed of text written in natural language annotated with
a special markup called wikitext or wiki markup. It is a simple markup language that
allows among other things the annotation of categories, templates, and hyperlinking to
other Wikipedia articles. Wikipedia also allows the use of common HTML tags.

By filtering Wikipedia text, we aim at removing all annotations, sections that contain
only links and references, and keeping only the running text. This process is difficult
since the HTML syntax is often invalid. The most common errors are tags that are left
unclosed or are incorrectly nested.

Wikipedia Link Extraction. During the Wikipedia link extraction, we extract and
preserve the original links along with their corresponding mentions in the article. In
addition to extracting the links annotated by the article authors, we make the assump-
tion that the first noun phrase in the first sentence corresponds to the article link. The
rationale behind it is that the longest coreference chain in the article often starts with
this first mention.

The direct correspondence between Wikipedia articles and DBpedia resources al-
lows us to map Wikipedia links onto their corresponding DBpedia URI by simply
adding the DBpedia namespace.

Semantic Parsing. Frame semantics [12] is a linguistic theory that assumes that the
meaning of a sentence is represented by a set of predicates and arguments. The Propo-
sition Bank [13] is a project that applied this theory to annotate corpora with predicate-
argument structures. For each predicate, Propbank identifies up to six possible core
arguments denoted A0, A1, ..., and A5 that go beyond the traditional annotation of sub-
jects and objects. Propbank also includes modifiers of predicates, such as temporal and
location adjuncts. These roles are instrumental in performing the extraction of entities
as they allow the identification of properties containing temporal and locational data
with high precision.

We use the Athena framework created for parallel semantic parsing of unstructured
text. At its core, the system uses a high-performance multilingual semantic role labeler
that obtained top scores in the CONLL-2009 shared task [14, 15].

Coreference Resolution. A coreference resolver creates chains of coreferring men-
tions by discovering and linking anaphoric phrases to their antecedents. We used a
coreference solver, included in the Stanford CoreNLP package [16, 17], to link men-
tions of entities in the different parts of text. This allows us to group entity actions and
properties described in different sentences. CoreNLP uses a pipeline of tokenizers, part-
of-speech tagger, named entity recognizer, syntactic parser, and coreference solver to
annotate unstructured text. In addition to coreference annotation, we store the named
entity classification created by the pipeline. The named entity classes are used to filter
named entity links having a conflicting ontology classification.

Named Entity Linking. An important step in entity extraction is the grounding of
named entities to unique identifiers. In most articles, only the first mention of a named
entity is annotated with a corresponding Wikipedia link; subsequent mentions are often
left unannotated. Wikifier [18] is a named entity linking system that annotates unstruc-
tured text with Wikipedia links. By applying Wikifier, we can link unannotated named
entities in the Wikipedia articles to a corresponding DBpedia URI.
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Ontology Mapping. During semantic parsing, the sentences are annotated with predi-
cate–argument structures called rolesets. As dictionary, the parser uses PropBank that
defines more than 7,000 rolesets. Propbank associates each predicate with a set of
senses, for instance bear has six senses denoted bear.01, bear.02, ..., bear.06. Finally,
each predicate-sense has a set of core arguments that differ with each roleset. For ex-
ample, bear.02 has two core arguments: A0, the mother, and A1, the child. Considering
only the core roles, this amounts to more than 20,000 roles.

The objective of ontology mapping is to map the predicate and argument roles from
PropBank onto DBpedia properties. We perform this final step to create the DBpedia
RDF triples. Figure 2 shows an example of end-to-end processing to DBpedia RDF
triples of the sentences: Luc Besson (born 18 March 1959) is a French film director,
writer and producer. Besson was born in Paris to parents who were both Club Med
scuba diving instructors.

“Luc Besson (born 18 March 1959) is a French film director, writer, and producer. 
  Besson was born in Paris to parents who were both Club Med scuba diving instructors.” 

“Luc Besson (born 18 March 1959) is a French film director, writer, and producer. 
 
 
 
 
  Besson was born in Paris to parents who were both Club Med scuba diving instructors.” 
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Fig. 2. An ideal conversion from text to the DBpedia RDF triples: (A) The input sentences. (B)
The sentences after semantic parsing and coreference resolution. (C) Entity extraction. (D) On-
tology mapping.

5 Entity Extraction

The arguments created during semantic parsing are searched in order to find named
entity links corresponding to RDF subjects and objects. This process uses the men-
tions discovered by the coreference solver, Wikipedia links predicted by Wikifier, and
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Wikipedia links extracted from the article. In order to keep the task tractable, we have
limited the entities to those found in DBpedia and we do not introduce new named
entities to the DBpedia ontology.

RDF Subjects. PropBank uses the A0 label as the argument describing agents, causers,
or experiencers, while arguments labeled as A1 describe entities undergoing a state of
change or being affected by an action. In both cases, arguments labeled A0 or A1 can
be considered containing RDF subjects and are consequently searched for named entity
links. Arguments labeled A0 are searched first, arguments labeled A1 are only searched
if a named entity link wasn’t discovered in the preceding arguments.

RDF Objects. Following the subject extraction, the remaining arguments are exam-
ined to discover potential objects. The core arguments and two auxiliary arguments,
temporal AM-TMP and location AM-LOC, are searched. The extracted data types can
be categorized as following: Named entity links expressed as DBpedia URIs, dates and
years, integers, and strings. We search date expressions in the temporal arguments AM-
TMP using regular expressions. By using seven common date patterns, we are able to
extract a large amount of date and year expressions. We associate the location argu-
ments AM-LOC to named entity links representing places. These links are extracted
only if they are classified as dbpedia-owl:Place by the DBpedia ontology.

Named Entity Link Ranking and Selection. During the search of RDF subject and
objects, we search and select candidate named entity links in the following order:

1. Wikipedia links, converted to DBpedia URIs. We consider named entity links ex-
tracted from the article as being most trustworthy.

2. Wikifier-predicted Wikipedia links, converted to DBpedia URIs, and having a DB-
pedia ontology class matching the predicted named entity class. A predicted named
entity link is chosen only in the case when an extracted Wikipedia link isn’t given.
Furthermore, predicted links are pruned if their DBpedia ontology class doesn’t
match the named entity class predicted by the Stanford coreference solver.

3. Coreference mentions; the most representative named entity link (according to the
score described in section Using Coreference Chains) in the coreference chain is
selected. We consider named entities inferred through coreference chains as the
least trustworthy and select them only if an extracted or predicted named entity link
is not given. A mention placed in the wrong coreference chain will be considered
as an incorrect named entity link; a situation which Wikifier can rectify with higher
precision.

Using Coreference Chains. Coreference chains are used to propagate named entity
links to arguments having neither an extracted nor a predicted named entity link. This
situation arises most commonly for arguments consisting of a single pronoun. Before
propagation takes place, we determine the most representative named entity link in the
coreference chain using a ranking and scoring system:

– Extracted named entity links are always selected over predicted links.
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– A score of +2 is given to a named entity link if it has a DBpedia ontology class
matching the predicted named entity class.

– The score is increased by the number of tokens of the named entity minus 1.
– If a tie is given between equally scoring named entity links, the link closest to the

top of the chain is selected.

We derived the set of scoring rules by performing an empirical examination of coref-
erence chains. We observed that coreference chains representing people, often started
with a mention containing the full name, followed by single-token mentions having only
the first or last name. The named entity links of single-token mentions, as predicted by
Wikifier, often incorrectly pointed to either a place or a family. By rewarding named
entity links having multiple tokens and matching ontology classes, we filtered these
incorrect links. Table 1 shows an example, where the mention Robert Alton, a person
name, is given the highest score due to matching entity classes and token length. Al-
though the mention Alton refers to the same entity and belongs to the coreference chain,
an incorrect named entity link to a city (Alton, Illinois) has been predicted. Given our
previous rules, the predicted named entity link is discarded due to a mismatch with the
predicted named entity class. The correct named entity link is thus resolved by propa-
gating the link through the coreference chain.

Unmapped Triple Generation. Given a set of extracted RDF subjects and objects,
we create binary relations from n-ary predicate–argument relations by a combinatorial
generation. We discover negative relations by searching the argument roles for AM-
NEG; these are then discarded.

Mention NE class NE link DBpedia ontology class Score
Alton Person dbpedia:Alton,_Illinois dbpedia-owl:Place 0
Robert Alton Person dbpedia:Robert_Alton dbpedia-owl:Person 3
He 0

Table 1. Example showing how scoring resolves the most representative predicted named entity
link in a coreference chain. NE stands for named entity. The NE class is obtained from the NE
recognition module in the Stanford CoreNLP package. The NE link is predicted by Wikifier.

6 Ontology Mapping

The final step in extracting DBpedia RDF triples from text concerns the mapping of
predicates onto the DBpedia namespace. The unmapped extracted triples have predi-
cates described using the Propbank dictionary. The predicates together with their sense
and unique set of argument roles comprise more than 20,000 different roles. With on-
tology mapping, our goal is to map the resulting triples onto a more general roleset
described by 1,650 DBpedia properties.

Since the manual mapping of such a large amount of roles is a requiring task, we
wished to perform the it automatically. Our approach was to bootstrap the learning of
ontology mappings by matching the subject and object of the extracted triples onto
existing triples in the DBpedia dataset. Generic mappings are created and reused by
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generalizing DBpedia URIs, found in subjects and objects, to 43 top-level DBpedia
ontology classes. The learning process consists of the following steps (Figure 3):

1. The subject and object of the extracted triples are matched exactly to existing triples
in the DBpedia dataset.

2. From the matching set of triples, links between Propbank roles and DBpedia prop-
erties are created. The mappings with the highest count are stored.

3. The subject and object of the extracted triples that contain DBpedia URIs are gen-
eralized to 43 top-level DBpedia ontology classes. Objects containing strings, dates
and numbers are generalized to the categories: String, Date, and Number respec-
tively.

As an example, consider the following sentence:

Besson married Milla Jovovich on 14 December 1997.

We extract the triple:

<dbpedia:Luc_Besson> <marry.01.A1> <dbpedia:Milla_Jovovich>

and match to the existing triple in the DBpedia dataset:

<dbpedia:Luc_Besson> <dbpedia-owl:spouse> <dbpedia:Milla_Jovovich>

and finally generalize the subjects and objects to create the mapping:

<dbpedia-owl:Person> <marry.01.A1> <dbpedia-owl:Person>
maps to:
<dbpedia-owl:spouse>

Table 2 shows five of the most frequent mappings learned during the bootstrapping
process. Most systems express mappings as alignments between single entities belong-
ing to different ontologies. In addition, we also retain a generalized form of the related
subject and object entities in such alignments. Together with the predicate sense and ob-
ject argument role, we use them to express a more detailed mapping. By including the
generalized object and its argument role in our mappings, we can differentiate between
different domains for a certain predicate, such as between a birth place and a birth date.

When a new sentence, describing the same relation, is encountered for which there
is no existing DBpedia triple we can perform our ontology mapping. Mappings learned
from one entity can thus be used on other entities as more descriptive entities create
mappings that are reused on entities with fewer properties. As an example, consider the
following sentence:

On April 30, 2008, Carey married Cannon at her private estate...
with the extracted triple:

<dbpedia:Mariah_Carey> <marry.01.A1> <dbpedia:Nick_Cannon>
generalized to:

<dbpedia-owl:Person> <marry.01.A1> <dbpedia-owl:Person>
we can apply our previously learned mapping and infer that:

<dbpedia:Mariah_Carey> <dbpedia-owl:spouse> <dbpedia:Nick_Cannon>
that is not present in DBpedia.
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“Luc Besson was born in Paris...” 

<dbpedia:Luc_Besson> <bear.02.AM-LOC> <dbpedia:Paris> 

<dbpedia:Luc_Besson> <dbpedia-owl:birthPlace> <dbpedia:Paris> 
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Fig. 3. (A) An unmapped triple is extracted from the sentence. (B) The extracted triple is matched
to an existing DBpedia triple. (C) A mapping is created by linking the predicates between the two
different namespaces and generalizing the subject and object.

Subject Predicate Object Mapping
dbpedia-owl:Person bear.02.AM-LOC dbpedia-owl:Place dbpedia-owl:birthPlace
dbpedia-owl:Person bear.02.AM-TMP xsd:date dbpedia-owl:birthDate
dbpedia-owl:Person marry.01.A1 dbpedia-owl:Person dbpedia-owl:spouse
dbpedia-owl:Organisation locate.01.AM-LOC dbpedia-owl:Place dbpedia-owl:city
dbpedia-owl:Organisation establish.01.AM-TMP xsd:integer dbpedia-owl:foundingYear

Table 2. Five of the most frequent ontology mappings learned through bootstrapping.

7 Experimental Results

The aim of the evaluation is to answer the question of how much information in the
form of entity relation triples can be extracted from sentences. We also wish to evaluate
the quality of the extracted triples. Since there is no gold standard annotation of entities
found in the main text of Wikipedia articles, we performed the evaluation by manually
analyzing 200 randomly sampled sentences from different articles. Sampled sentences
are examined for relevant subject-predicate-object triples and compared to the corre-
sponding retrieved triples. We computed the precision, recall, and F1 scores, and in the
occurrence of an extraction error, we made a note of the originating source.

We evaluated the attributes of each triple in a strict sense: Each extracted attribute
must exactly match the corresponding attribute in the sentence. For instance, in evaluat-
ing the birthplace of a person, if a sentence states a city as the location, we only consider
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an extracted DBpedia link to the city as correct. In contrast, if the extracted link refers
to a more generalized toponym, such as region or country, we mark the extracted object
as erroneous.

In total, we processed 114,895 randomly selected articles amounting to 2,156,574
sentences. The articles were processed in approximately 5 days on a cluster of 10 ma-
chines. Table 3, left, shows the number of processed articles categorized by DBpedia
ontology classes. From the processed articles, we extracted a total of 1,023,316 triples,
of which 189,610 triples were mapped to the DBpedia ontology. The unmapped triples
differ in having the predicate localized to the Propbank namespace. In Table 3, right,
we can see that from the 189,610 extracted triples, 15,067 triples already exist in the
DBpedia dataset. This means that our framework introduced 174,543 new triples to the
DBpedia namespace. Almost 3% of the extracted triples are duplicates, the majority of
these are triples repeated only once. Since a statement with the same meaning can occur
in more than one article, we consider these occurrences natural. In comparing the num-
ber of extracted triples to the number of processed sentences, we find that roughly every
second sentence yields one extracted triple. In comparison to the number of processed
articles, we extracted nearly 9 triples per article.

The extracted mapped triples reached a F1 score of 66.3%, a precision of 74.3%, and
a recall of 59.9%. The largest source of errors came from predicates, 46.4%, followed
by subjects, 27.2%, and objects, 26.4%.

Based on post-mortem analysis of the evaluated triples, we find that reasons for the
extraction errors can be attributed to the following causes:

– An incorrect mapping from the Propbank predicate-argument roles to the DBpedia
ontology properties.

– A new entity is detected, that has previously not been introduced to the DBpedia
datasets and therefore lacks a corresponding DBpedia URI.

– The wrong URI is predicted for an entity and cannot be resolved or corrected by
the scoring algorithm.

– A mention is placed in the incorrect coreference chain by the coreference solver.

The majority of errors stem from erroneous ontology mappings. We believe that on-
tology mapping can be improved by using a more fine grained approach to the subject-
object generalization. Currently, we categorize subjects and objects to 43 top-level DB-
pedia ontology classes out of 320 possible classes. In addition, increasing the amount of
bootstrapping data used during learning can be done by utilizing links to other datasets,
such as LinkedMDB2. We also believe that the current rule-based mapping system could
be replaced by a more capable system based on machine learning.

The linking of mentions to DBpedia URIs was also found to be a major source for
errors. We believe that retraining Wikifier using a more current Wikipedia dump may
improve named entity linking.

8 Conclusions and Future Work

In this paper, we described an end-to-end framework for extracting DBpedia RDF
triples from unstructured text. Using this framework, we processed more than 114,000

2 http://www.linkedmdb.org/
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English Wikipedia
Persons 32,423
Places 63,503
Organisations 18,969
Total Articles 114,895
Sentences 2,156,574

Type Count
DBpedia Mapped Triples 189,610

(of which 15,067 already ex-
ist in DBpedia)
Unmapped Triples 833,706
Total 1,023,316

Table 3. Left table: An overview of entity extraction statistics. Right table: The number of
extracted triples grouped by triple type.

articles from the English edition of Wikipedia. We extracted over 1,000,000 triples that
we stored as N-Triples. We explored a method for creating ontology mappings of pred-
icates between the Proposition Bank and the DBpedia namespace. By bootstrapping
the learning of mappings through the alignment of extracted triples with triples in the
DBpedia dataset, we mapped 189,000 triples to the DBpedia namespace. We evaluated
the mapped triples on a randomly selected sample of 200 sentences and we report a F1
score of 66.3%.

The largest source of errors stemmed from incorrect mappings. For instance, a map-
ping describing a person receiving a thing corresponding to an award property, requires
a more detailed analysis since the thing received may represent items other than awards.
We believe this can be significantly improved by applying a more fine-grained approach
during the generation of mappings. We also believe that retraining the named entity
linker and improving filtering of erroneous coreference mentions may increase the re-
sults.

The resulting database may be used to populate Wikipedia articles with lacking or
sparse infoboxes and to aid article authors. We also believe that a future application of
the framework might be to fully create Wikipedias from unstructured text.

By using the framework, we wish to bridge the gap between unstructured and an-
notated text, in essence, creating training material for machine learning. One possible
application that we wish to investigate is the creation of parallel corpora, by means of
entity linking.

An archive of extracted triples is available for download in N-Triple format3.
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Abstract. Most information extraction approaches available today have
either focused on the extraction of simple relations or in scenarios where
data extracted from texts should be normalized into a database schema
or ontology. Some relevant information present in natural language texts,
however, can be irregular, highly contextualized, with complex seman-
tic dependency relations, poorly structured, and intrinsically ambiguous.
These characteristics should also be supported by an information extrac-
tion approach. To cope with this scenario, this work introduces a seman-
tic best-effort information extraction approach, which targets an infor-
mation extraction scenario where text information is extracted under a
pay-as-you-go data quality perspective, trading high-accuracy, schema
consistency and terminological normalization for domain-independency,
context capture, wider extraction scope and maximization of the text
semantics extraction and representation. A semantic information ex-
traction framework (Graphia) is implemented and evaluated over the
Wikipedia corpus.

Keywords: Semantic Best-effort extraction, Information Extraction, Se-
mantic Networks, RDF, Linked Data, Semantic Web

1 Introduction

The Linked Data Web brings the vision of a semantic data graph layer on the
Web which can improve the ability of users and systems to access and semanti-
cally interpret information. Currently most datasets on the Linked Data Web,
such as DBpedia, are built from data already structured in different formats,
which are mapped to an ontology/vocabulary and are transformed into RDF.
Despite its fundamental importance as a grassroots movement to make avail-
able a first layer of data on the Web, sharing structured databases on the Web
will not be sufficient to make the Semantic Web vision [1] concrete. Most of the
information available on the Web today is in a unstructured text format. The
integration of this information into the Linked Data Web is a fundamental step
towards enabling the Semantic Web vision.
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The semantics of unstructured text, however, does not easily fit into struc-
tured datasets. While the representation of structured data assumes a high level
of regularity, relatively simple conceptual models and a consensual semantics
between the users of a structured dataset, the representation of information
extracted from texts need to take into account large terminological variation,
complex context patterns, fuzzy and conflicting semantics and intrinsically am-
biguous sentences. Most information extraction (IE) approaches targeting the
extraction of facts from unstructured text have focused on extraction scenarios
where accuracy, consistency and a high level of lexical and structural normal-
ization are primary concerns, as in the automatic construction of ontologies
and databases. These IE approaches can be complemented by alternative in-
formation extraction scenarios where accuracy, consistency and regularity are
traded by domain-independency, context capture, wider extraction scope and
maximization of the text semantics representation, under a pay-as-you-go data
quality perspective [8], where data semantics and data quality are built and im-
proved over time. We call an information extraction strategy focused on these
aspects a semantic best-effort information extraction approach. This type of ap-
proach provides a complementary semantic layer, enriching existing datasets and
bridging the gap between the Linked Data Web and the Web of Documents.

This work focuses on the construction and analysis of a semantic best-effort
information extraction approach. The approach extracts structured discourse
graphs (SDGs) from texts, a representation introduced in [5] which focuses on
a RDF compatible graph representation which maximizes the representation
of text elements and context under a pay-as-you-go data extraction scenario.
Potential applications of this work are: (i) structured and unstructured data
integration (ii) open information extraction for IR support, (iii) enrichment of
existing Linked Datasets such as DBpedia and YAGO [6].

The contributions of this paper are: (i) deepening the discussion on the pay-
as-you-go semantic best-effort information extraction, (ii) a semantic best-effort
graph extraction pipeline based on the SDG representation (iii) the implementa-
tion of the pipeline in the Graphia extraction framework and (iv) the evaluation
of the extraction pipeline using Wikipedia as a corpus.

This paper is organized as follows: section 2 provides a motivational scenario
based on DBpedia and Wikipedia; section 3 provides a overview of the SDG
representation model [5]; section 4 describes the architecture and the components
of the semantic best-effort extractor; section 5 provides an experimental analysis
of the extraction approach using Wikipedia as a corpus; section 6 analyses the
related work in the area; finally, section 7 provides a conclusion and describes
future work.

2 Motivational Scenario

The core motivation for a semantic best-effort (SBE) extraction is to provide a
structured discourse representation which can enrich datasets with information
present in unstructured texts. Currently datasets such as DBpedia are created by
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extracting (semi-)structured information from Wikipedia. With an appropriate
graph representation, it is possible to provide an additional layer for knowledge
discovery (KD), search, query and navigation (Figure 1). As a motivational sce-
nario suppose a user wants to know possible connections between Barack Obama
and Indonesia. Today this information cannot be directly found in DBpedia, and
the user would need to browse and read through Wikipedia articles to find this
information. A semantic best-effort structured discourse graph (SDG) can pro-
vide an additional link structure extracted from text which, starting from the
DBpedia entity Barack Obama, can be used by an application to find the se-
mantic connection with the other DBpedia entity Indonesia. This intermediate
layer between text and datasets (Figure 1) has a different level of representa-
tion from traditional, ontology-based RDF datasets. In the example, the sentence
and its corresponding extracted graph (Figure 1), the temporal references (‘from
age six to ten’) are not resolved to a normalized temporal representation, and
only the information present in the verb tense is used to define a temporal con-
text, showing the semantic best-effort/pay-as-you-go nature of the approach.
Additionally, the context where the original sentence is embedded in the text
is mapped to the graph through a context link. A semantic best-effort extrac-
tion/representation provides the core structure of the sentence and its discourse
context, maximizing the representation of the text information, allowing the fu-
ture extension/refinement of the extracted information. The representation of
complex and composite relations is a fundamental element in information ex-
traction. In the example scenario, a simple relation extraction would focus on
the extraction of triples such as (Barack Obama, attended, local school) which
does not provide a connection between Barack Obama and Indonesia.

Fig. 1. Motivational scenario and example of a SBE graph representation.

3 Representing Text as Discourse Graphs

The objective of structured discourse graphs (SDGs) introduced in [5] is to pro-
vide a principled representation for text elements which supports a semantic
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best-effort extraction. A semantic best-effort (SBE) extraction aims at maxi-
mizing the amount of extracted information present in the text, capturing the
semantic context and the semantic dependencies where a given fact is embedded.
A SBE extraction also minimizes the semantic impact of potential extraction er-
rors by maximizing the semantic isolation between structures associated with
different types of extraction operations (e.g. relation extraction, temporal reso-
lution and co-reference resolution) and by facilitating the process of navigating
back to the original text source. This isolation facilitates the data consump-
tion/interpretation process under the pay-as-you-go scenario, where the impact
of possible incomplete or erroneous extractions is minimized. SDGs provide a
representation complementary to Discourse Representation Structures (DRSs).
In fact, DRSs can be represented as SDGs [5]. SDGs approach the representation
problem from both a data generation (under a SBE scenario) and also from a
data consumption perspective. SDGs are designed to be an RDF-based graph
representation from the start, also providing a principled semantic interpreta-
tion of the graph data through a graph navigation algorithm, facilitating its use
under the Linked Data context.

The following items describe the main elements of the structured discourse
graph model introduced in [5]. Real sentence graphs extracted from the Wikipedia
article Barack Obama by the Graphia1 framework are used as examples to in-
troduce the elements of the extraction model. The elements described below are
combined into a graph structure which allows a principled algorithmic inter-
pretation model. A more detailed discussion on the SDG representation can be
found in [5]. The SDG representation consists of the following core elements:

Named, non-named entities and properties: Named entities include cate-
gories such as proper nouns, temporal expressions, biological species, substances,
among other categories. A named entity is defined by one or more proper nouns
(NNP) in a noun phrase (NP). In RDF, named entities map to instances.
Non-named entities are more subject to vocabulary variation (‘President of the
United States’, ‘American President’), i.e. polysemy and homonymy. Addition-
ally, non-named entities have more complex compositional patterns: commonly
non-named entities are composed with less specific named or non-named entities,
which can be referenced in different contexts. A non-named entity is defined by
one or more nouns (NN), adjectives (JJ) in a noun phrase (NP). In RDF a
non-named entity maps to a class which can be referred both as a class and as
an instance (punning)2. Properties are built from verbs (VB) or from passive
verb constructions. Named, non-named entities and properties form the basic
triple (relation) pattern which is complemented by the SDG elements below.

Quantifiers & Generic Operators: Represent a special category of nodes
which provide an additional qualification over named or non-named entities.
Both quantifiers and generic operators are specified by an enumerated set of
elements which map to adverbs, numbers, comparative and superlative (suffixes
and modifiers). Examples of quantifiers and operators are: Quantifier: e.g. one,

1 http://graphia.dcc.ufrj.br
2 http://www.w3.org/2007/OWL/wiki/Punning
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two, (cardinal numbers), many (much), some, all, thousands of, one of, several,
only, most of; Negation: e.g. not Modal: e.g. could, may, shall, need to, have to,
must, maybe, always, possibly; Comparative: e.g. largest, smallest, most, largest,
smallest. Ex.: Figure 2(E).

Fig. 2. Examples of extracted sentence graphs from the Wikipedia article Barack
Obama. Nodes with a ‘:’ depict entities resolved to DBpedia URIs.

Triple Trees: Not all sentences can be represented in one triple. On a normal-
ized dataset scenario, one semantic statement which demands more than one
triple is mapped to a conceptual model structure (as in the case of events for ex-
ample) which is not explicitly present in the discourse. In the unstructured text
graph scenario, sentences which demand more than one triple can be organized
into a triple tree. A triple tree is built by a mapping from the syntactic tree of
a sentence to a set of triples, where the sentence subject defines the root node
of the triple tree. The interpretation of a triple tree is defined by a complete
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DFS traversal of the tree, where each connected path from the root node to a
non-root node defines an interpretation path. Ex.: Figure 2(C).
Context elements: A fact extracted from a natural language text demands a
semantic interpretation which may depend on different contexts where the fact
is embedded (such as a temporal context). Intra-sentence dependencies are given
by dependencies involving a different clause in the same sentence. Intra-sentence
context for a triple can be represented by the use of reification (Figure 2). Con-
texts can also be important to define the semantics of an entity present in two
or more triple trees. For example the interpretation of an entity which is nei-
ther a root and a leaf node (Figure 2(D)) demands the capture of the pairwise
combination of its backwards and forward properties in multiple contexts. This
is lost in a typical dereferenciation process where all properties and objects as-
sociated with an entity are returned. A third level of context can be defined by
mapping the dependencies between extracted triple trees, taking into account
the sentences ordering and the relation to text elements in the original discourse.
Ex.: Temporal nodes in Figure 2.
Co-Referential elements: Some discourse elements contain indirect references
to named entities (pronominal & non-pronominal co-references). Co-references
can refer to either intra or inter sentences named entities. While in some cases
co-references can be handled by substituting the co-referent term by the named
entity (as in personal pronouns), in other cases this direct substitution can cor-
rupt the semantics of the representation (as in the case of reflexive and personal
pronouns) or can mask errors in a semantic best-effort extraction scenario. Co-
reference terms include: you, I, someone, there, this, himself, her, this, that, etc.
Ex.: Figure 2(F)(H)(I).
Resolved & normalized entities: Resolved entities are entities where a node-
substitution in the graph was made from a co-reference to a named entity (e.g.
a personal pronoun to a named entity). Normalized entities are entities which
were transformed to a normalized form. A temporal normalization where date
& time references are mapped to a standardized format (September 1st of 2010
mapped to 01/09/2010). Ex.: Figure 2(A)-(G).

4 Structured Discourse Graphs Extraction

4.1 Mapping Natural Language to SDGs

This section describes the basic components of a semantic best-effort extraction
pipeline targeting the proposed representation. The extraction pipeline was de-
signed targeting Wikipedia as a corpus. Wikipedia has a factual discourse, a
topic-oriented text organization and named entities KB given by DBpedia. The
extraction pipeline takes as input Wikipedia texts and returns an extracted RDF
graph and a sentence-based graph visualization. The extraction pipeline consists
of the following components (Figure 3):
1. Syntactic analysis: The first step in the extraction process is the syntactic
parsing of the natural language text into syntactic trees (C-Structures). This
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module uses the Probabilistic Context-Free Grammar (PCFG) implemented in
the Stanford parser. The C-Structures for the sentences are passed to the next
modules.

2. Named entity resolution: This component resolves named entities text
references to existing DBpedia URIs. The first step consists in the use of the
DBpedia Spotlight service3 where the full article is sent and is returned with
annotated URIs. The second step consists in the use of Part-of-Speech tags
together with C-Structures to aggregate words into entity candidates which were
not resolved by the DBpedia Spotlight service. The entity candidates’ strings
are sent as search terms to a local entity index which indexes all DBpedia URIs
using TF/IDF over labels extracted from the URIs. Returned URIs mapping to
the search string terms are used to enrich the original annotated text file with
additional URI annotations. The output of this component is the original text
with a set of named entity terms annotated with URIs.

3. Personal co-reference resolution and normalization: This component
resolves pronominal co-references including personal, possessive and reflexive
pronouns. Personal pronouns instances are substituted by the corresponding en-
tities. Possessive and reflexive pronouns are annotated with the corresponding
entities that will later define the co-reference links. The co-reference resolution
process is done by the pronoun-named entity gender and number agreement (by
taking into account gender information present in a name list) and by applying
a heuristic strategy based on text distance between the pronoun and named en-
tity candidates. The output of this component are C-Structures with annotated
named entities, co-reference substitutions for personal pronouns and possessive
and reflexive pronouns annotated with named entities.

4. Graph extraction: The graph extraction module takes as input the anno-
tated C-Structures and generates the triple trees for each sentence by the appli-
cation of a set of transformation rules based on syntactic conditions through a
DFS traversal of the C-Structure. Instead of focusing on terminology-dependent
patterns, these rules are based on syntactic patterns. The core set of syntactic
rules are split into 6 major categories: subject, predicate, object, prepositional
phrase & noun complement, reification, time. Additional details about the graph
extraction algorithm can be found online 4 .

1. Subject: Subjects are activated by noun phrases (NP) when NPs are higher
into the syntactic hierarchy and without any NPs as child nodes. This rule
applies the following actions: (i) concatenates the nouns in case of compound
subjects; (ii) Adds the subject as a node into the triple tree; (iii) adds a URI
in case the subject is a named entity.

2. Predicate: Predicates are defined by verbal phrases (VB*). This rule applies
the following actions: (i) verifies the verb tense and activates the rule which
transforms the verb tense into a temporal representation; (ii) concatenates
the neighboring verbs in case there is more than one verb; (iii) verify if the

3 http://dbpedia.org/spotlight
4 http://treo.deri.ie/sdg
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verb has a property pattern and concatenates the pattern nodes defining
them as a labelled edge on the triple tree; (iv) adds the predicate words to
the verb/property-pattern and removes these words from the object node
in the triple tree; (v) verifies the presence of an explicit temporal reference
in the predicate; (vi) Adds the explicit or implicit temporal references as a
reification.

3. Object: This rule is activated when the search reaches a NP node that does
not have a child NP and is after a verb phrase. The rule applies the following
actions: (i) identifies the object head; (ii) concatenates the nouns in case of
a compound object; (iii) creates an object node with the object in the triple
tree; (iv) in case the words in the node correspond to a recognized entity,
adds the associated URI.

4. Prepositional phrase & Noun complement: This rule is activated when the
search finds a NP node that does not have a NP as a child and that has a
prepositional phrase (PP) as a sibling node. The goal of this rule is to find
ownership relations in subjects and objects. The rule applies the following
actions: (i) concatenates the words in the noun phrase; (ii) creates a graph
node connected by an edge with a preposition.

5. Reification: This rule is activated when the search finds a preposition node.
It ignores the prepositional phrases which modifies NPs, which are handled
by the previous rule. The rule applies the following actions: (i) concatenates
the words in the PP, excluding the preposition; (ii) creates a reification
for the prepositional phrase; (iii) verifies the existence of explicit temporal
references and creates temporal reification nodes.

6. Time: This rule is not applied over the nodes of the syntactic structure and
it is indirectly invoked by the other rules. This rule identifies explicit and
implicit date references. Dates are detected by a set of regular expressions,
which detects and normalizes explicit date references to a predefined format.
Implicit date references (verb tenses) are detected by the analysis of POS
tags.

5. Graph construction: This component receives the triple trees from the
previous component and outputs the final graph serialization. Context URIs
are created among different sentences and among each sentence and the article
context URI. Additionally, local URIs are created for each resource which was
not resolved to a DBpedia URI.

Fig. 3. High-level architecture of the SBE graph extraction pipeline.



78 A. Freitas, D. S. Carvalho, J. C. P. da Silva, S. O’Riain, E. Curry

5 Extraction & Evaluation

This section focuses on the analysis of the feasibility of a semantic best-effort
extraction by evaluating the proposed extraction pipeline. The key questions
that are targeted by the evaluation are: (i) the verification of the feasibility of
extracting structured discourse graphs following the SDG representation; (ii)
the quantification of the errors associated with each extraction step and (iii)
the determination of which extraction error mostly impacts the semantics of the
extracted graph.

The evaluation methodology is based on the work of Harrington & Clark [2],
which selected a list of sample factual articles associated with named entities,
and evaluated the extracted semantic networks according to a set of errors.
The evaluation differs in relation to the corpus (here the corpus is the English
Wikipedia) and on the final set of error categories (the error categories in this
work target the generation of the core elements of the representation). Articles
were selected randomly satisfying the following criteria: 2 articles about people,
2 articles about organizations and 1 article about a place. Each article has a
number of characters greater than 40K. The article size served as an indicator
of a more diverse discourse sample base and of the quality of the discourse. The
selected articles were: Apple Inc., Google, Napoleon, Paris, John Paul II.

Error Categories Apple Google Napoleon John Paul Paris Avg.

Reification construction 0.20 0.13 0.10 0.06 0.17 0.132
Pronominal co-reference 0.13 0.10 0.03 0.00 0.03 0.058
Conjunction 0.00 0.06 0.03 0.03 0.06 0.036
Named entity 0.06 0.06 0.00 0.06 0.10 0.056
Subject construction 0.10 0.06 0.10 0.10 0.20 0.112
Object construction 0.16 0.23 0.26 0.23 0.34 0.244
Triple tree construction 0.33 0.26 0.20 0.30 0.31 0.280
Predicate construction 0.23 0.23 0.06 0.13 0.03 0.136
Explicit temporal reference 0.16 0.03 0.10 0.20 0.06 0.110

Accuracy

Correct graphs 0.39 0.46 0.40 0.56 0.43 0.448

Complete graphs 0.16 0.23 0.20 0.16 0.06 0.162

Interpretable graphs 0.99 0.96 0.93 0.96 0.94 0.956
Table 1. Accuracy and frequency of extraction error categories.

The quality of the extraction was manually evaluated for each graph gen-
erated from a sentence. Sentences which were not well-formed or which were
classified as outside the scope of the extraction pipeline (sentences with com-
plex subordination structures 4 ) were removed from the evaluation set. The
final dataset consists of 1033 relations (triples) from 150 sentences which were
manually classified 4 . Comparatively, for a related work using human-based
evaluation, Harrington & Clark [2] evaluates approximately 160 relations and 5
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topics. The extraction pipeline was implemented in Python following the archi-
tecture outlined in the previous section. A web evaluation platform was built
to allow an efficient manual evaluation process. In the evaluation platform the
original natural language sentence and a visualization of the extracted graph are
displayed to a human evaluator, who classifies the sentences in relation to: (i) 10
sentence features (to guarantee an heterogeneous and complete sample set, which
evaluates all aspects of the extraction pipeline), (ii) 9 error categories (indicate
the quality impact of each pipeline component) and (iii) the accuracy of the ex-
traction (to evaluate how each error category impacts the final extraction). The
list of sentence features can be found online 4 . Table 1 shows the categorized
frequency of errors for each article together with the associated extraction accu-
racy. To evaluate the accuracy in a semantic best-effort scenario three measures
were defined: the correctness, the completeness and the interpretability of the
graph extractions. These three measures represent different levels of accuracy: A
correct graph is an extracted graph which is fully consistent with the semantic
model; a complete graph is a correct graph which maps all the information of a
sentence, and an interpretable graph is a graph fragment which has the correct
semantics of its basic triple paths (core s, p, o pattern from the main clause),
despite the possible presence of extraction errors in other extracted structures
(such as co-reference links and reified statements). The correctness of the basic
triple paths is the most important element in the extraction, highly impacting
the interpretability and usability of the extracted SDG.

The high percentage of interpretable graphs, shows that there is a basic triple
path which is correct in 95.6% of the extracted graphs. The extractor is able to
extract an informational and correct fragment in practically all the sentences.
55.2% of graphs contained some extraction error. Only 16.2% of the extracted
graphs mapped all the information contained in the sentence, which shows the
major direction for improvement (completeness), but which is aligned with a
pay-as-you-go scenario. The major justification for the lack of completeness is
the fact that the SBE extractor, in many occasions, ignores sentence structures
which are not central (e.g. appositive) and do a partial extraction. The most
impacting error categories were triple trees, object and reification construction,
categories which are strongly interrelated. The error frequencies indicate that
the existing extractor still needs to be improved in relation to object construc-
tion criteria, in particular in relation to the extraction of non-named entities.
The low frequency of errors related to named and temporal entities shows the
robustness on the determination of these semantic pivots. The relatively high
reification construction error frequency shows that the breadth of the rules for
extracting prepositional phrases is still limited. The proposed representation
supported the best-effort extraction by isolating errors from different parts of
the extraction pipeline, keeping a high number of graph fragments interpretable
even when a component of the pipeline fails. The final extracted graphs were
easily represented as RDF. However, the centrality on the modelling of context
brings mechanisms such as reifications, named graphs (quads) and quints to the
center of the discussion for text representation.
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6 Related Work

Existing related work can be classified in three main categories: semantic net-
works extraction from texts [2, 3], open relation extraction [7, 4] and ontology
extraction from Wikipedia [6].

Harrington & Clark [2] describe AskNet, an information extraction system
which builds large scale semantic networks from unstructured texts. The extrac-
tion pipeline of AskNet starts with the parsing of text sentences using the C&C
parser [2], a parser based on the linguistic formalism of Combinatory Categorial
Grammar (CCG). A Named Entity Recognition (NER) stage is performed using
the C&C NER tagger. After the sentences are parsed, AskNet uses the Boxer
semantic analysis tool [2], which produces a first-order logic representation based
on the semantic model of the Discourse Representation Theory (DRT). A low
coverage pronoun resolution approach is used for pronominal co-references. Wo-
jtinnek et al. [3] provides an introductory discussion on the RDF translation of
the AskNet output. No principled discussion on the discourse and graph repre-
sentation is provided in [2, 3]. Despite having similar objectives, the approach
used in the SBE extraction pipeline is significantly different (parser, NER and
pronominal co-reference resolution strategy). On the representation side, this
work targets a graph representation and algorithmic interpretation which fo-
cuses on RDF and is not directly mediated by DRT.

TextRunner [7] is an open information extraction (domain independent)
framework. TextRunner uses a single-pass extractor consisting of a POS-tagger
and a lightweight noun phrase chunker to determine the core entities in a sen-
tence, normalizing relations by removing less semantically significative terms
(e.g. modifiers), defining a probabilistic redundancy model based on the fre-
quency of normalized facts as a correctness estimator. Comparatively, TextRun-
ner focuses on the extraction of simple relations and does not cover the repre-
sentation of more complex discourse structures. Co-reference resolution is not
covered in its extraction process. Nguyen et al. [4] propose an approach for
relation extraction over Wikipedia by mining frequent subsequences from the
syntactic and semantic path between entity pairs in the corpus. The approach
uses dependency structures and semantic role labelling and does not focus on
the extraction and representation of complex relations.

YAGO2 is an extension of YAGO which targets the extraction and represen-
tation of temporal and spatial statements. To assign a spatio-temporal dimen-
sion to the facts, a new representation (SPOTL(X)) is proposed. The focus on
Wikipedia, the centrality of the representation of reifications, and the definition
of a temporal model are common aspects between YAGO2 and this work.

7 Conclusion & Future Work

This work focuses on the analysis of a semantic best-effort extraction approach
using structured discourse graphs (SDGs), a RDF-based discourse representa-
tion format. A semantic best-effort extraction pipeline is proposed and is im-
plemented on the Graphia framework. The quality of the proposed extraction
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approach is evaluated over Wikipedia. The final extraction achieved 44.8% of
correctness, 16.2% completeness and an interpretability of 95.6%. The repre-
sentation played a key role in isolating errors from different components of the
extraction pipeline, impacting on the interpretability performance. The final ap-
proach showed a high coverage of the elements of the SDG representation model,
with the evaluation pointing into a main direction for improvement: increasing
the extraction completeness. The evaluation of error categories shows that this
can be achieved by improving non-named entity recognition criteria and the
treatment of prepositional phrases.
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Abstract. Accessing the wealth of structured data available on the Data
Web is still a key challenge for lay users. Keyword search is the most
convenient way for users to access information (e.g., from data reposito-
ries). In this paper we introduce a novel approach for determining the
correct resources for user-supplied keyword queries based on a hidden
Markov model. In our approach the user-supplied query is modeled as
the observed data and the background knowledge is used for parameter
estimation. Instead of learning parameter estimation from training data,
we leverage the semantic relationships between data items for comput-
ing the parameter estimations. In order to maximize accuracy and us-
ability, query segmentation and resource disambiguation are mutually
tightly interwoven. First, an initial set of potential segmentations is ob-
tained leveraging the underlying knowledge base; then the final correct
set of segments is determined after the most likely resource mapping was
computed using a scoring function. While linguistic methods like named
entity, multi-word unit recognition and POS-tagging fail in the case of
an incomplete sentences (e.g. for keyword-based queries), we will show
that our statistical approach is robust with regard to query expression
variance. Our experimental results when employing the hidden Markov
model for resource identification in keyword queries reveal very promising
results.

1 Introduction

The Data Web currently amounts to more than 31 billion triples1 and contains
a wealth of information on a large number of different domains. Yet, accessing
this wealth of structured data remains a key challenge for lay users. The same
problem emerged in the last decade when users faced the huge amount of infor-
mation available of the Web. Keyword search has been employed by popular Web
search engines to provide access to this information in a user-friendly, low-barrier
manner. However, keyword search in structured data raises two main difficulties:
First, the right segments of data items that occur in the keyword queries have
to be identified. For example, the query ‘Who produced films starring Natalie

1 See http://www4.wiwiss.fu-berlin.de/lodcloud/state/ (May 23th, 2012)
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Portman’ can be segmented to (‘produce’, ‘film’, ‘star’, ‘Natalie Portman’ ) or
(‘produce’, ‘film star’, ‘Natalie’, ‘Portman’ ). Note that the first segmentation
is more likely to lead to a query that contain the results intended for by the
user. Second, these segments have to be disambiguated and mapped to the right
resources. Note that the resource ambiguity problem is of increasing importance
as the size of knowledge bases on the Linked Data Web grows steadily. Consid-
ering the previous example2, the segment ‘film’ is ambiguous because it may
refer to the class dbo:Film (the class of all movies in DBpedia) or to the prop-
erties dbo:film or dbp:film (which relates festivals and the films shown during
these festivals). In this paper, we present an automatic query segmentation and
resource disambiguation approach leveraging background knowledge. Note that
we do not rely on training data for the parameter estimation. Instead, we leverage
the semantic relationships between data items for this purpose. While linguistic
methods like named entity, multi-word unit recognition and POS-tagging fail
in the case of an incomplete sentences (e.g. for keyword-based queries), we will
show that our statistical approach is robust with regard to query expression vari-
ance. This article is organized as follows: We review related work in Section 2.
In Section 3 we present formal definitions laying the foundation for our work. In
the section 4 our approach is discussed in detail. For a comparison with natural
language processing (NLP) approaches section 5 introduces an NLP approach
for segmenting query. Section 6 presents experimental results. In the last section,
we close with a discussion and an outlook on potential future work.

2 Related Work

Keyword queries are usually short and lead to significant keyword ambiguity [13].
Segmentation has been studied extensively in the natural language processing
(NLP) literature e.g., [8]). NLP techniques for chunking such as part-of-speech
tagging or name entity recognition cannot achieve high performance when ap-
plied to query segmentation. The work [7] addresses the segmentation problem as
well as spelling correction. It employs a dynamic programming algorithm based
on a scoring function for segmentation and cleaning. The work presented in [11]
proposes an unsupervised approach to query segmentation in Web search. The
work [15] is a supervised method based on Conditional Random Fields (CRF)
whose parameters are learned from query logs. For detecting named entities,
[3] uses query log data and Latent Dirichlet Allocation. In addition to query
logs, various external resources such as Webpages, search result snippets and
Wikipedia titles and using a history of the user activities have been used [9,
12, 1, 10]. Still, the most common approach is using context for disambiguation
[6, 2, 5]. In this work, resource disambiguation is based on the structure of the
knowledge at hand as well as semantic relations between the candidate resources
mapped to the valid segments of the input query.

2 The underlying knowledge base and schema used throughout the paper for examples
and evaluation is DBpedia 3.7 dataset and ontology.
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Data: q: n-tuple of keywords, knowledge base
Result: SegmentSet: Set of segments

1 SegmentSet=new list of segments;
2 start=1;
3 while start <= n do
4 i = start;
5 while S(start,i) is valid do
6 SegmentSet.add(S(start,i));

7 i++;

8 end
9 start++;

10 end

Algorithm 1: Naive algorithm for determining all valid segments taking the
order of keywords into account.

3 Formal Specification

RDF data is modeled as a directed, labeled graph G = (V,E) where V is a
set of nodes i.e. the union of entities and property values, and E is a set of
directed edges i.e. the union of object properties and data value properties. The
user-supplied query can be either a complete or incomplete sentence. However,
after removing the stop words, typically set of keywords remains. The order in
which keywords appear in the original query is partially significant. Our approach
can map adjacent keywords to a joint resource. However, once a mapping from
keywords to resources is established the order of the resources does not affect
the SPARQL query construction anymore. This is a reasonable assumption, since
users will write strongly related keywords together, while the order of only loosely
related keywords or keyword segments may vary. The input query is formally
defined as an n-tuple of keyword, i.e. Q = (k1, k2, ..., kn). We aim to transform
the input keywords into a suitable set of entity identifiers, i.e. resources R =
{r1, r2...rm}. In order to accomplish this task the input keywords have to be
grouped together as segments and for each segment a suitable resource should
be determined.

Definition 1 (Segment and Segmentation). For a given query Q, a segment
S(i,j) is a sequence of keywords from start position i to end position j which
is denoted as S(i,j) = (ki, ki+1, ..., kj). A query segmentation is an m-tuple of
segments SGq = (S(0,i), S(i+1,j), ..., S(m,n)) where the segments do not overlap
with each other and arranged in a continuous order, i.e. for two continuous
segments Sx, Sx+1 : Start(Sx+1) = End(Sx) + 1. The concatenation of segments
belonging to a segmentation forms the corresponding input query Q.

Definition 2 (Resource Disambiguation). Lets the segmentation SG′ =
(S1

(0,i), S
2
(i+1,j), ..., S

x
(m,n)) be a suitable segmentation for the given query Q. Each

segment is mapped to multiple candidate resources from the underlying knowl-
edge base, i.e. Si → Ri = {r1, r2...rh}. The aim of disambiguation is to choose
an x-tuple of resources from the Cartesian product of sets of candidate resources
(r1, r2, ..., rx) ∈ {R1 × R2 × ...Rx} for which each ri has two important prop-
erties. First, it is among the highest ranked candidates for the corresponding
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Segments Samples of Candidate Resources
video 1. dbp:video

video game 1. dbo:VideoGame

game
1. dbo:Game 2. dbo:games 3. dbp:game
4. dbr:Game 5. dbr:Game_On

publish 1. dbo:publisher 2. dbp:publish 3. dbr:Publishing

mean 1. dbo:meaning 2. dbp:meaning 3. dbr:Mean 4. dbo:dean

mean hamster 1. dbr:Mean_Hamster_Software

mean hamster software 1. dbr:Mean_Hamster_Software

hamster 1. dbr:Hamster

software 1. dbo:Software 2. dbp:software

Table 1. Generated segments and samples of candidate resources for a given query.

segment with respect to the similarity as well as popularity and second it shares
a semantic relationship with other resources in the x-tuple.

When considering the order of keywords, the number of segmentations for
a query Q consisting of n keywords is 2(n−1) . However, not all these segmen-
tations contain valid segments. A valid segment is a segment for which at least
one matching resource can be found in the underlying knowledge base. Thus,
the number of segmentations is reduced by excluding those containing invalid
segments. Algorithm 1 is an extension of the greedy approach presented in [15].
This naive approach finds all valid segments when considering the order of key-
words. It starts with the first keyword in the given query as first segment, then
it includes the next keyword into the current segment as a new segment and
checks whether adding the new keyword would make the new segment no longer
valid. We repeat this process until we reach the end of the query. As a running
example, lets assume the input query is ‘Give me all video games published by
Mean Hamster Software’. Table 1 shows the set of valid segments based on naive
algorithm along with some samples of the candidate resources.

Resource Disambiguation using a ranked list of Cartesian product
tuples: A naive approach for finding the correct x− tuple of resources is using
a ranked list of tuples from the Cartesian product of sets of candidate resources
{R1 × R2 × ...Rn}. The n-tuples from the Cartesian product are simply sorted
based on the aggregated relevance score (e.g. similarity and popularity) of all
contained resources.

4 Query Segmentation and Resource Disambiguation
using Hidden Markov Models

In this section we describe how hidden Markov models are used for query seg-
mentation and resource disambiguation. First we introduce the concept of hidden
Markov models and then we detail how we define the parameters of a hidden
Markov model for solving the query segmentation and entity disambiguation
problem.
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4.1 Hidden Markov Models

The Markov model is a stochastic model containing a set of states. The pro-
cess of moving from one state to another state generates a sequence of states.
The probability of entering each state only depends on the previous state. This
memoryless property of the model is called Markov property. Many real-world
processes can be modeled by Markov models. A hidden Markov model is an
extension of the Markov model, which allows the observation symbols to be
emitted from each state with a finite probability. The main difference is that by
looking at the observation sequence we cannot say exactly what state sequence
has produced these observations; thus, the state sequence is hidden. However,
the probability of producing the sequence by the model can be calculated as well
as which state sequence was most likely to have produced the observations.

A hidden Markov model (HMM) is a quintuple λ = (X,Y,A,B, π) where:

– X is a finite set of states, Y denotes the set of observed symbols;
– A : X × X → R is the transition matrix that each entry aij = Pr(Sj |Si)

shows the transition probability from state i to state j;
– B : X × Y → R represents the emission matrix, in which each entry bih =
Pr(h|Si) is associated with the probability of emitting the symbol h from
state i;

– π denoting the initial probability of states πi = Pr(Si).

4.2 State Space and Observation Space

State Space. A state represents a knowledge base entity. Each entity has an
associated rdfs:label which we use to label the states. The actual number of
states X is potentially high because it contains theoretically all RDF resources,
i.e. X = V ∪ E. However, in practice we limit the state space by excluding
irrelevant states. A relevant state is defined as a state for which a valid segment
can be observed. In other words, a valid segment is observed in an state if the
probability of emitting that segment is higher than a certain threshold θ. The
probability of emitting a segment from a state is computed based on a similarity
scoring which we describe in the section 4.3. Therefore, the state space of the
model is pruned and contains just a subset of resources of the knowledge base, i.e.
X ⊂ V ∪E. In addition to these candidate states, we add an unknown entity
state to the set of states. The unknown entity (UE) state comprises all entities,
which are not available (anymore) in the pruned state space. The observation
space is the set of all valid segments found in the input user query (using e.g.
the Algorithm 1). It is formally is defined as O = {o|o is a valid segment}.

4.3 Emission Probability

Both the labels of states and the segments contain sets of words. For computing
the emission probability of the state i and the emitted segment h, we compare the
similarity of the label of state i with the segment h in two levels, namely string-
similarity level and set-similarity level: (1) The set-similarity level measures
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the difference between the label and the segment in terms of the number of
words using the Jaccard similarity. (2) The string-similarity level measures the
string similarity of each word in the segment with the most similar word in the
label using the Levenshtein distance. Our similarity scoring method is now a
combination of these two metrics. Consider the segment h = (ki, ki+1, ..., kj)
and the words from the label l divided into a set of keywords M and stopwords
N , i.e. l = M ∪ N . The total similarity score between keywords of a segment
and a label is then computed as follows:

bih = Pr(h|Si) =

j∑
k=i

argmax∀mi∈M (σ(mi, kt))

|M ∪ h|+ 0.1 ∗ |N |

This formula is essentially an extension of the Jaccard similarity coefficient. The
difference is that in the numerator, instead of using the cardinality of intersec-
tions the sum of the string-similarity score of the intersections is computed. As
in the Jaccard similarity, the denominator comprises the cardinality of the union
of two sets (keywords and stopwords). The difference is that the number of stop-
words have been down-weighted by the factor 0.1 to reduce their influence (since
they do not convey much meaningful information).

4.4 Hub and Authority of States

Hyperlink-Induced Topic Search (HITS) is a link analysis algorithm for ranking
Web pages [4]. Authority and hub values are defined in terms of one another
and computed in a series of iterations. In each iteration, hub and authority val-
ues are normalized. This normalization process causes these values to converge
eventually. Since RDF data is graph-structured data and entities are linked to-
gether, we employed a weighted version of the HITS algorithm in order to assign
different popularity values to the states in the state space. For each state we
assign a hub value and an authority value. A good hub state is one that points
to many good authority states and a good authority state is one that is pointed
to from many good hub states. Before discussing the HITS computations, we
define the edges between the states in the HMM. For each two states i and j
in the state space, we add an edge if there is a path in the knowledge base
between the two corresponding resources of maximum length k. Note, that we
also take property resources into account when computing the path length.The
path length between resources in the knowledge base is assigned as weight to
the edge between corresponding states. We use a weighted version of the HITS
algorithm to take the distance between states into account. The authority of a
state is computed as:

For all Si ∈ S which point to Sj : authSj
=

∑
∀i wi,j ∗ hubSi

And the hub
value of a state is computed as:

For all Si ∈ S which are pointed to by Sj : hubSj
=

∑
∀i wi,j ∗ authSi

The
weight wi,j is defined as wi,j = k − pathLength(i, j), where pathLength(i, j) is
the length of the path between i and j. These definitions of hub and authority
for states are the foundation for computing the transition probability in the
underlying hidden Markov model.
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4.5 Transition Probability

As mentioned in the previous section, each edge between two states shows the
shortest path between them with the length less or equal to k-hop. The edges are
weighted by the length of the path. Transition probability shows the probability
of going from state i to state j. For computing the transition probability, we take
into account the connectivity of the whole of space state as well as the weight of
the edge between two states. The transition probability values decrease with the
distance of the states, e.g. transitions between entities in the same triple have
higher probability than transitions between entities in triples connected through
extra intermediate entities. In addition to the edges recognized as the shortest
path between entities, there is an edge between each state and the Unknown
Entities state. The transition probability of state j following state i denoted as
aij = Pr(Sj |Si). For each state i the condition

∑
∀Sj

Pr(Sj |Si) = 1 should be

held. The transition probability from the state i to Unknown Entity (UE) state
is defined as:

aiUE = Pr(UE|Si) = 1− hubSi
And means a good hub has less probability

to go to UE state. Thereafter, the transition probability from the state i to state
j is computed as:

aij = Pr(Sj |Si) =
authSj∑

∀aik>0

authSk
∗hubSi . Here, the edges with the low distance

value and higher authority values are more probable to be met.

4.6 Initial Probability

The initial probability πSi
is the probability that the model assigns to the initial

state i in the beginning. The initial probabilities fulfill the condition
∑
∀Si

πSi = 1.

We denote states for which the first keyword is observable by InitialStates. The
initial states are defined as follows:

πSi
=

authSi + hubSi∑
∀Sj∈InitialStates

(authSj
+ hubSj

)

In fact, πSi
of an initial state depends on both hub and authority values.

4.7 Viterbi Algorithm for the K-best Set of Hidden States

The optimal path through the Markov model for a given sequence (i.e. input
query keywords) reveals disambiguated resources forming a correct segmenta-
tion. The Viterbi algorithm or Viterbi path is a dynamic programming approach
for finding the optimal path through the markov model for a given sequence.
It discovers the most likely sequence of underlying hidden states that might
have generated a given sequence of observations. This discovered path has the
maximum joint emission and transition probability of involved states. The sub
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paths of this most likely path also have the maximum probability for the re-
spective sub sequence of observations. The naive version of this algorithm just
keeps track of the most likely path. We extended this algorithm using a tree
data structure to store all possible paths generating the observed query key-
words. Therefore, in our implementation we provide a ranked list of all paths
generating the observation sequence with the corresponding probability. After
running the Viterbi algorithm for our running example, the disambiguated re-
sources are: {dbo:VideoGame, dbo:publisher, dbr:Mean-Hamster-Software} and
consequently the reduced set of valid segments is: {VideoGam, publisher, Mean-
Hamster-Software} .

5 Query Segmentation using Natural Language
Processing

Natural language processing (NLP) techniques are commonly used for text seg-
mentation. Here, we use a combination of named entity and multi-word unit
recognition services as well as POS-tagging for segmenting the input-query. In
the following, we discuss this approach in more detail.

Detection of Segments: Formally, the detection of segments aims to transform
the set of keywords K = {k1, .., kn} into a set of segments T = {t1, ..., tm}
where each ki is a substring of exactly one tj ∈ T . Several approaches have
already been developed for this purpose, each with its own drawbacks: Semantic
lookup services (e.g., OpenCalais3 and Yahoo! SeoBook4 as used in the current
implementation) allow to extract named entities (NEs) and multi-word units
(MWUs) from query strings. While these approaches work well for long queries
such as “Films directed by Garry Marshall starring Julia Roberts”, they fail
to discover noun phrases such as “highest place” in the query “Highest place
of Karakoram”. We remedy this drawback by combining lookup services and a
simple noun phrase detector based on POS tags. This detector first applies a
POS tagger to the query. Then, it returns all sequences of keywords whose POS
tags abide by the following right-linear grammar:

1. S → adj A 2. S → nn B 3. A→ B
4. B → nn 5. B → nn B

where S is the start symbol, A and B are non-terminal symbols and nn (noun)
as well as adj (adj) are terminal symbols. The compilation of segments is carried
as follows: We send the input K to the NE and MWU detection services as well
as to the noun phrase detector. Let N be the set of NEs, M the set of MWUs
and P the set of noun phrases returned by the system. These three sets are
merged to a set of labels L = (N ⊕M)⊕ P, where ⊕ is defined as follows:

A⊕B = A ∪B\{b ∈ B|∃a ∈ A overlap(a, b)}, (1)

where overlap(a, b) is true if the strings a and b overlap. The operation ⊕ adds
the longest elements of B to A that do not overlap with A. Note that this
operation is not symmetrical and prefers elements of the set A over those of the
set B.

3 http://viewer.opencalais.com/
4 http://tools.seobook.com/yahoo-keywords/
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6 Evaluation

The goal of our experiments was to measure the accuracy of resource disam-
biguation approaches for generating adequate SPARQL queries. Thus, the main
question behind our evaluation was as follows: Given a keyword-based query(KQ)
or a natural-language query (NL) and the equivalent SPARQL query, how well
do the resources computed by our approaches resemble the gold standard. It is
important to point out that a single erroneous segment or resource can lead to
the generation of a wrong SPARQL query. Thus, our criterion for measuring the
correctness of segmentations and disambiguations was that all of the recognized
segments as well as all of the detected resources had to match the gold standard.

Experimental Setup So far, no benchmark for query segmentation and resource
disambiguation has been proposed in literature. Thus, we created such a bench-
mark from the DBpedia fragment of the question answering benchmark QALD-
2 5. The QALD-2 benchmark data consists of 100 training and 100 test questions
in natural-language that are transformed into SPARQL queries. In addition, it
contains a manually created keyword-based representation of each of the natural-
language questions. The benchmark assumed the generic query generation steps
for question answering: First, the correct segments have to be computed and
mapped to the correct resources. Then a correct SPARQL query has to be in-
ferred by joining the different resources with supplementary resources or liter-
als. As we are solely concerned with the first step in this paper, we selected 50
queries from the QALD-2 benchmark (25 from the test and 25 from the training
data sets) that were such that each of the known segments in the benchmark
could be mapped to exactly one resource in the SPARQL query and vice-versa.
Therewith, we could derive the correct segment to resource mapping directly
from the benchmark6. Queries that we discarded include “Give me all soccer
clubs in Spain”, which corresponds to a SPARQL query containing the resources
{dbo:ground, dbo:SoccerClub, dbr:Spain }. The reason for discarding this
particular query was that the resource dbo:ground did not have any match in
the list of keywords. Note that we also discarded queries requiring schema infor-
mation beyond DBpedia schema. Furthermore, 6 queries out of the 25 queries
from the training data set and 10 queries out of 25 queries from the test data
set required a query expansion to map the keywords to resources. For instance,
the keyword “wife” should be matched with “spouse” or “daughter” to “child”.
Given that the approaches at hand generate and score several possible segmenta-
tions (resp. resource disambiguation), we opted for measuring the mean reciprocal
rank MRR [14] for both the query segmentation and the resource disambigua-
tion tasks. For each query qi ∈ Q in the benchmark, we compare the rank ri
assigned by different algorithms to the correct segmentation and to the resource
disambiguation: MRR(A) = 1

|Q|
∑
qi

1
ri
. Note that if the correct segmentation

5 http://www.sc.cit-ec.uni-bielefeld.de/qald-2
6 The queries and result of the evaluation and source code is available for download

at http://aksw.org/Projects/lodquery
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(b) Queries that require query expansion are not included.

Fig. 1. Mean reciprocal rank of query segmentation (first stage).

(resp. resource disambiguation) was not found, the reciprocal rank is assigned
the value 0. The parameter analysis revealed that the optimal value of θ for
punning the state space is the range [0.6, 0.7] which we set it to 0.7.

Results We evaluated our hidden Markov model for resource disambiguation
by combining it with the naive (Naive & HMM) and the greedy segmentation
(Greedy & HMM) approaches for segmentation. We use the natural language
processing (NLP) approach as a baseline in the segmentation stage. For the re-
source disambiguation stage, we combine ranked Cartesian product (RCP) with
the natural language processing (NLP & RCP) and manually injected the correct
segmentation (RCP) as the baseline. Note that we refrained from using any query
expansion method. The segmentation results are shown in Figure 1. The MRR
are computed once with the queries that required expansion and once without.
Figure 1(a), including queries requiring expansion, are slightly in favor of NLP,
which achieves on overage a 4.25% higher MRR than Naive+HMM and a 24.25%
higher MRR than Greedy+HMM. In particular, NLP achieves optimal scores
when presented with the natural-language representation of the queries from the
“train” data set. Naive+HMM clearly outperforms Greedy+HMM in all settings.
The main reason for NLP outperforming Naive+HMM with respect to the seg-
mentation lies in the fact that Naive+HMM and Greedy+HMM are dependent
on matching segments from the query to resources in the knowledge base (i.e. seg-
mentation and resource disambiguation are interwoven). Thus, when no resource
is found for a segment (esp. for queries requiring expansion) the HMM prefers an
erroneous segmentation, while NLP works independent from the disambiguation
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Fig. 2. Mean reciprocal rank of resource disambiguation (second stage).

phase. However, as it can be observed NLP depends on the query expression.
Figure 1(b) more clearly highlights the accuracy of different approaches. Here,
the MRR without queries requiring expansion is shown. Naive+HMM perfectly
segments both natural language and keyword-based queries. The superiority of
intertwining segmentation and disambiguation in Naive+HMM is clearly shown
by our disambiguation results in the second stage in Figure 2. In this stage,
Naive+HMM outperforms Greedy+HMM, NLP+RCP and RCP in all four ex-
perimental settings. Figure 2(a) shows on average 24% higher MRR, although
queries requiring expansion are included. In the absence of the queries that re-
quired an expansion (Figure 2(b)), Naive+HMM on average by 38% superior
to all other approaches and 25% superior to RCP. Note that RCP relies on
correct segmentation which in reality is not always a valid assumption. Gener-
ally, Naive+HMM being superior to Greedy+HMM can be expected, since the
naive approach for segmentation generates more segments from which the HMM
can choose. Naive+HMM outperforming RCP (resp. NLP+RCP) is mostly re-
lated to RCP (resp. NLP+RCP) often failing to assign the highest rank to the
correct disambiguation. One important feature of our approach is, as the evalu-
ation confirms, the robustness with regard to the query expression variance. As
shown in Figure 2, Naive+HMM achieves the same MRR on natural-language
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and the keyword-based representation of queries on both – the train and the
test – datasets. Overall, Naive+HMM significantly outperforms our baseline
Greedy+HNM as well as state-of-the-art techniques based on NLP.

7 Discussion and Future Work

We explored different methods for bootstrapping the parameters (i.e. different
distributions tested e.g., normal, Zipf) of the HMM. The results achieved with
these methods only led to a very low accuracy. The success of our model relies on
transition probabilities which are based on the connectivity of both the source
and target node (hub score of source and sink authority) as well as taking into
account the connectivity (authority) of all sink states. Employing the HITS
algorithm leads to distributing a normalized connectivity degree across the state
space. More importantly, note that considering a transition probability to the
unknown entity state is crucial, since it arranges states with the same emitted
segments in a descending order based on their hub scores. Most previous work
has been based on finding a path between two candidate entities. For future, we
aim to realize a search engine for the Data Web, which is as easy to use as search
engines for the Document Web, but allows to create complex queries and returns
comprehensive structured query results7. A first area of improvements is related
to using dictionary knowledge such as hypernyms, hyponyms or co-hyponyms.
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Abstract. Digital cities of the future should provide digital information
about points-of-interest (POIs) for virtually any user context. Starting
from several Google Fusion tables about city POIs, we extracted and
transferred useful POI data to RDF to be accessible by SPARQL re-
quests. In this initial application context, we concentrated on museum
and restaurant resources as the result of a precision-oriented information
extraction part. With the current application system we are able to re-
trieve, filter, and order digital cities POI data in multiple ways. With the
help of facets, users can do more than just browsing the museums and
restaurants. They can filter the relevant objects according to available
metadata criteria such as city, country, and POI categories. Different
views allow us to visualize the objects of interest as tables, thumbnails,
or POIs on an interactive map. In addition, any complementary infor-
mation on the cities where museums and restaurants are located are
retrieved from DBpedia and displayed at query time.

1 Introduction

Digital Cities of the Future should feature a democratic city space through a
citizen-centric model, which is the vision of the EIT action line Digital Cities3.
Citizen participation could take different forms, e.g., the execution of necessary
actions to improve the city’s performance and sustainability, or, as in the di-
rection we pursue, the collection and usage of data to be broadcast, or used to
analyse and sense the status and the dynamics of the city as a place where peo-
ple live and spend their spare-time. As part of the EIT ICT Labs KIC activity
DataBridges, Data Integration for Digital Cities, we are developing a frame-
work that enables the enrichment of data related to points-of-interests (POIs)
in cities (e.g., restaurants, museums, or theatres) and supports the applications
which aim at using the data to provide specific and dynamic city services (e.g.,
city tour recommender systems). We are confronted with two major challenges
on which we will focus in this demo paper:

– Collecting as much data as possible about digital city POIs.
– Organizing the data into facets so that it can be easily browsed.

3 http://eit.ictlabs.eu/action-lines/

http://eit.ictlabs.eu/action-lines/


95

2 Which Facetted Browsing Functionality do We
Provide?

Starting from several Google Fusion tables, the data is being transferred to
RDF to be accessible by SPARQL requests. We first concentrated on museum
and restaurant resources. With the current demonstrator, we are able to filter
and order digital cities in multiple ways, rather than in a single, pre-determined,
taxonomic order. With the help of automatically generated facets, users can
browse museums and restaurants in an elegant way, but also filter the relevant
objects according to the available metadata criteria: city, country, and/or POI
categories. Different views allow us to visualize the objects of interest as tables,
thumbnails, and points-of-interest on an interactive map. In addition, any com-
plementary information on the cities where museums and restaurants are located
are retrieved from DBpedia and displayed at query time.

Figure 1 shows digital cities results of restaurants and museums in Australia.
The facets in the upper part allow us to filter the city, country, and category
resources (here restaurant types) as indicated. Different types of resources are
aggregated into the result lenses shown in the lower part of Figure 1 which
displays one museum and five restaurant results.

Fig. 1: Facetted browsing of digital city POIs

Our web application allows us to switch between different views of a single
filter being applied, namely aggregated result view, map view, compact view,
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and full view. Figure 2 shows a result map of 26 filtered restaurant resources.
The Google map indicates Australian restaurants and museums as landmarks.

Fig. 2: Digital cities restaurant results indicated on a map

3 Which Features Have We Implemented?

We make use of multiple Linked Data sources; DBpedia contents are extracted
according to semantic city links of the filtered resources. Photos related to cities
described in DBPedia are provided by the Linked Data resource flickr wrappr 4.
The system’s browser page is dynamically generated and updated according to
the retrieval sets of the combined Linked Data queries. In addition to interactive
boxes, links, and tables, the GUI uses Javascript widgets to visualize individ-
ual museum and restaurant retrieval results. External data is provided by a
slideshow which enables us to jump directly to the data of interest, here DBpe-
dia comments or Flickr photos. The slideshows can be enabled by selecting the
links provided in the aggregated view. Figure 3 shows the selection of a point-of-
interest (restaurant) on the map; location-based details of the resource, which
are obtained from DBpedia, can be highlighted.

4 http://www4.wiwiss.fu-berlin.de/flickrwrappr/

 http://www4.wiwiss.fu-berlin.de/flickrwrappr/
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Fig. 3: Map details of one of the 26 filtered digital cities results (restaurants)

4 How Does the System Work Technically?

Google Fusion Tables (GFT) are data tables which are consolidated into a Web
application that hosts a vast collection of tables contributed by people over the
Internet [4]. We developed a tool that automatically converts these tables to RDF
data. This problem of understanding the semantics of tables has already been
addressed by numerous research groups [6,8,14]. In particular the approaches
described in [6,14], which rely on probabilistic models, show promising results.
Based on our extraction process from GFT tables, we implemented a graphical
user interface from scratch by using the open-source knowledge management tool
Exhibit5. After the facets and lenses have been specified, several GFT tables are
converted to RDF and loaded onto our DFKI Virtuoso server. Note that the set
of GFT from which data is obtained is pre-determined off-line; as a result, to
add further data to the application we would need to manually obtain another
set of tables. An interesting improvement of the application would consist in
having tables loaded dynamically as they are added to GFT.

The interactive GUI then triggers several SPARQL queries (at query-time)
and provides additional DBpedia information about cities of filtered restaurants
and museums in multiple languages (according to established DBpedia links).
Additionally, we use the web service of flickr wrappr at query-time in order
to retrieve RDF links to relevant photos of DBpedia resources. Figure 4 shows

5 http://www.simile-widgets.org/exhibit/

http://www.simile-widgets.org/exhibit/
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the slideshow which we built from the tables. A click on a city location where
restaurants or museums are located triggers an ad-hoc query to DBpedia to fetch
more information about the city. The slideshow contains comments, external
links, and photos from flickr.

Fig. 4: Slideshow built from Fusion tables, DBpedia data and flickr photos

4.1 Data Extraction from Google Fusion Tables

All tables in GFT have a relational database structure. Each table is identified
by a unique name, which is an alphanumeric string in GFT being automatically
assigned to the table upon its creation. Moreover, each column must have a name
(or header) and a type, of which GFT defines four: TEXT, NUMBER, LOCA-
TION and DATE. In essence, tables in GFT have three major advantages over
other tabular data (spreadsheets, HTML tables, HTML lists) that can be found
on the Web:

– GFT tables have a very simple and neat structure. Columns in a GFT table
do not branch into several sub-columns, like in spreadsheets;

– The columns of GFT tables are usually typed, which makes easier the se-
mantic annotation of data;

– GFT provides a simple, efficient, and well-documented API that allows ap-
plications to query, create, delete, and update tables by using the Standard
Query Language.

In order to extract data for the Digital Cities facetted browsing context
from GFT tables, we first created an ontology which describes major Digital
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Cities POIs, such as restaurants and museums in our specific case. The ontology
is needed to drive the extraction of important data, such as the name of the
POI, its location, contact information as well as its category (e.g. archaeological
museum, Italian restaurant).

The second step consists of selecting GFT tables that contain data about
museums and restaurants. The Google web search engine indexes the tables in
GFT, which means that they can be searched in the same way as regular Web
pages. Therefore, a search for “restaurant” returns all tables in GFT that contain
the keyword ”restaurant”. However, the mere fact that a table T mentions the
keyword “restaurant” does not necessarily imply that the table has actually data
on restaurants.

One of the following may occur:

– T mentions the word “restaurant” only incidentally and therefore has no
data on restaurants at all.

– T has data on restaurants along with data on other entities.
– T is entirely dedicated to restaurants.

Fig. 5: Excerpt of a GFT table with data on POIs

Figure 5 shows an excerpt of a GFT table which contains information on het-
erogeneous POIs: temples (first three rows), hotels (the three rows in the middle)
and restaurants (the last three rows). Therefore, our extraction algorithm needs
to process the table row by row to select those that have the desired information.
As shown in Figure 6, the extraction algorithm takes as an input a table T and
a list of types of POIs from our ontology and:
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– Identifies the rows of T that contain information on POIs of any of the input
types.

– Determines the cells that contain the names of those POIs.

Fig. 6: Generalized extraction algorithm

As an example, our algorithm correctly identifies that the last three rows of the
table shown in Figure 5 have information on restaurants and that the name of
those restaurants are in the first column.

Our extraction algorithm goes through three steps:

1. Pre-processing. The cells that are not likely to contain names of POIs
of the given types are ruled out. This is done by looking at the syntactic
properties of the content of each cell, as well as the GFT types of the columns
in which they occur.

2. Annotation. The content of the remaining cells is submitted to a Web
search engine in order to obtain short textual descriptions that are used to
determine whether the cells contain names of the POIs of the given types.

3. Extraction. The columns that provide the values for the attributes of the
POIs are selected and information is extracted.

At the pre-processing step, our algorithm rules out the following cells:

– Cells that contain values that follow a certain pattern, that is usually cap-
tured by regular expressions: phone numbers, URLs, email addresses, nu-
meric values and geographic coordinates.

– Cells containing long values, such as verbose descriptions (e.g., those in the
second column in Figure 5).
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– Cells that belong to columns with a specific GFT type, such as Location,
Date and Number.

At the annotation step, our algorithm resorts to a Web search engine to
understand whether the cells that have not been ruled out at pre-processing
contain names of POIs. More specifically, our algorithm submits the content
of a cell T (i, j) to the Bing 6 search engine and uses the top-10 results as an
additional external context to understand the content of the cell itself. Each
result returned by the search engine consists of a link to a Web page and a short
description (referred to as snippet) of the page itself. Our algorithm uses a multi-
class text classifier to determine whether a snippet is the description of a POI
of a certain type t (for instance, “restaurant”); if the majority of the snippets
returned by querying the search engine with the content of T (i, j) are classified
as descriptions of restaurants, then T (i, j) is considered as containing the name
of a restaurant.

Finally, we need to select the columns that provide values for the attributes
or properties of restaurants. The identification of the columns is driven by our
ontology, which includes the prominent properties of POIs; in the case of restau-
rants, these are name, address, average price, category, telephone number and
website. In order to match each attribute with the corresponding column in T ,
if any, we use simple heuristics. The column with the name is retrieved while
filtering the rows of T ; as for telephone number and website, we use regular
expressions; the address is usually in a column with type LOCATION and is
parsed with a online geotagger such as Yahoo! PlaceFinder; finally, the column
with the average price (respectively, category) is considered to be the one with
title price (respectively, category or type). Once the columns containing the at-
tributes are determined, the data in the selected rows are extracted from the
table and inserted in the ontology.

With this procedure we extracted data on 1500 restaurants, 500 museums,
160 theatres, 67 hotels and 109 schools; only the data on restaurants and muse-
ums are already available in our application system.

An evaluation shows the performance of our algorithm to determine whether
a cell contains the name of a POI of a given type based on the snippets returned
by the search engine. The evaluation has been performed on 40 GFT tables,
containing information on POIs with 5 different types: restaurants, museums,
theatres, hotels, and schools. In total, we have 287 references to restaurants,
240 to museums, 160 to theatres, 67 to hotels, and 109 to schools. Each table
has been annotated manually to obtain a ground truth for our evaluation. We
collected names of 300 POIs for each type under examination from DBPedia and
used them to retrieve snippets from Bing that we used to train two multi-class
text classifiers: a SVM and a Naive Bayes classifier.

The results of our evaluation are shown in Table 1: precision is computed as
the number of cells correctly identified by the algorithm over the number of cells
identified by the algorithm (i.e., how many of the cells identified are identified

6 We chose Bing because it provides an API with less limitations than other Web
search engines in terms of query allowance.
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Type Method Precision Recall F-measure

Restaurants
SVM 0.89 0.69 0.78
Bayes 0.59 0.80 0.68

Museums
SVM 0.83 0.82 0.83
Bayes 0.45 0.93 0.61

Theatres
SVM 0.83 0.76 0.80
Bayes 0.34 0.89 0.5

Hotels
SVM 0.74 0.89 0.81
Bayes 0.23 0.92 0.37

Schools
SVM 0.96 0.91 0.94
Bayes 0.75 0.96 0.85

Table 1: Evaluation of the algorithm.

correctly); recall is computed as the number of cells correctly identified by the
algorithm over the number of cells that contain the name of a POI (i.e., how
many of the cells containing the name of a POI are correctly identified); the
f-measure is the harmonic mean of precision and recall.

4.2 Facetted Browsing Web Architecture

The facetted web browsing architecture described in this paper follows a line of
location-based mobile application frameworks in which the majority is equipped
with a full-fledged Web browser that enables us to provide platform-independent
graphical user interfaces (GUIs) by means of DHTML-based Rich Internet Ap-
plications (RIA) or the like [5,10].

Work in those mobile application frameworks is often concerned with physical
location-based issues at query/interaction-time, e.g., supporting wayfinding with
tactile cues [9] or interactive experiences for cyclists [12]. Other work concerns
mobile search scenarios and incidental information [1] where contexts such as
location and time play major roles in information discovery [2] or the design of
Web-based mobile services [11].

The Digital Cities facetted web architecture follows a different usage strategy:
the ubiquitous access to location-based information from virtually every browser
with new information repositories which address POI related information needs
on the large scale. Previously, in the context of the query/interaction-time re-
trieval needs [13], we used Google Maps Local Search [7] and two REST services
provided by GeoNames [3] (i.e., the findNearbyWikipedia search and the find-
NearbyWeather search). But when comparing different POIs and planning routes
and/or restaurant information via the facetted browsing functionality, we need
a spatially inclusive and comprehensive set of POIs and category information
automatically extracted from other (online) repositories.

The facetted web browsing is realised as a Java-based web-server which
provides a HTTP/ReST semantic webservice to the Digital Cities data. The
JavaScript client implements the control logic and compose facets, views and
lenses to layout them with help of a huge set of widgets.
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Fig. 7: Technical components of the Facetted Search Web architecture

On start-up, the web-application requests the semantic webservice for avail-
able restaurant and museum data. The data is converted and delivered in the
Exhibit-JSON format and stored into an In-Memory JavaScript TripleStore pro-
vided by the Exhibit framework. The information to be queried for is specified
by Exhibit’s graph expressions on the Digital Cities RDF graph. Facets to filter
the fetched results are defined as HTML-Templates. Filters are defined by Ex-
hibit’s path expressions, which allow us to specify paths through an RDF-Graph
considering forward and backward properties.

The DBpedia information is provided by the DFKI Semantic webservices
which requests the DBpedia SPARQL endpoint at run-time and provide the
data as JSON-strings to our semantic widgets. The semantic widgets then sort
the DBpedia information about a city by their properties to set up an inter-
active slideshow. The DFKI semantic webservices in the backend do not hold
any application logic, but rather a model-based logic to fetch, store, compose,
and convert RDF-data. The RDFizer imports GFT tables from the Informa-
tion Extraction into RDF triples (NT-Notation) to store the triples into a local
TripleStore (Virtuoso) on the server. Virtuoso’s native JDBC Interface is used
to make the data accessible by SPARQL queries.

Finally, a SPARQL importer fetches RDF data from the DBpedia SPARQL
endpoint and the local endpoint by resource-type or URI. Our semantic webser-
vices also provides a converter from RDF into the Exhibit-JSON format. The
service component wraps the query mechanism into an application-specific “rest-
ful” interface to request for structured museum, restaurant, and city information.
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5 Conclusion

The Digital Cities facetted web browsing architecture follows the idea of provid-
ing ubiquitous access to location-based information from virtually every browser
with new information repositories which address POI related information needs
on the large scale. In this paper, we described our live system: starting from
several GFT tables about city POIs, we extracted and transferred useful POI
data to RDF to be accessible by SPARQL requests in the context of an in-
teractive facetted browsing application. In particular, different views allow us
to visualize the objects of interest as tables, thumbnails, or POIs on an in-
teractive map or slideshow which also takes dynamic data from other Linked
data sources (DBpedia and flickr) into account. Knowledge extraction from
these structured and semi-structured documents on the Web should now be
complemented with a special focus on scalability. The facetted browsing tool
would highly benefit from further GFT tables to be extracted automatically and
used in the context of a digital city search application. Besides further struc-
tured data cells, we plan to automatically extract information from textual data
cells in the near future. Thereby, the structured data cells of a specific record
should improve the performance of the text mining processes of the related
unstructured data cells. A demo of the Digital Cities facetted web search can
be found at the following URL: http://digitaleveredelung.lolodata.org:
8080/DigitalCities/page/index.html.
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Abstract. Due to the ever increasing flow of (digital) information in to-
day’s society, journalists struggle to manage and assess this abundance
of data in terms of their newsworthiness. Although theoretical analy-
ses and mechanisms exist to determine if something is worth publish-
ing, applying these techniques requires substantial domain knowledge
and know-how. Furthermore, the consumer’s need for near-immediate
reporting significantly limits the time for journalists to select and pro-
duce content. In this paper, we propose an approach to automate the
process of newsworthiness assessment, by applying recent Semantic Web
technologies to verify theoretically determined news criteria. We imple-
mented a proof-of-concept application that generates a newsworthiness
profile for a user-specified news item. A preliminary evaluation by man-
ual verification was performed, resulting in 83.93% precision and 66.07%
recall. However, further evaluation by domain experts is needed. To con-
clude, we outline the possible implications of our approach on both the
technical and journalistic domains.

Keywords: News, Newsworthiness, Semantic Web, Relevance, Named
Entity Recognition

1 Introduction

Every day, journalists have to choose from numerous items to decide which events
qualify for inclusion in the media, as they cannot all fit the available space.
The media act as ’gatekeepers’, who control and moderate the access to news
and information. In today’s society, connected by the Internet, the amount and
flow of information and communication has increased dramatically. In addition,
users become involved as creators and distributors of content. The abundance of
(digital) information makes it difficult for journalists to manage and assess the
events in terms of their alleged newsworthiness.

Within the scholarly field of journalism studies, the selection of news by the
media is said to be influenced by a range of factors. As specified in Sect. 2, sev-
eral criteria have been determined over time to assess news value. However, most
of these are based on purely human analysis and reasoning. At the time they
were created, large-scale empirical evaluation of these criteria would have been
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extremely labor intensive, if not impossible. Now, recently developed techniques
and services in information technology enable us to revisit newsworthiness re-
search, and construct an automated approach to help journalists in assessing
news value. Our goal is to provide a tool that will help journalists in both news
selection and reader targeting, and additionally, will aid sociological researchers
in verifying and determining news selection criteria.

The remainder of the paper is structured as follows: first, we provide a so-
ciological perspective on news value assessment. Next, an overview is given of
our proposed approach to revive this perspective using state-of-the-art informa-
tion processing techniques. We break down the approach into its components,
and provide details about each type of analysis, including how it was realized
in the proof-of-concept implementation. Finally, a first evaluation of the auto-
matic approach is performed, and the possible improvements and future research
opportunities are discussed.

2 A Sociological Perspective

Sociological research on the process of news selection in newsrooms has resulted
in various overviews of ‘news values’ or ‘news selection criteria’. The concept of
newsworthiness is built on the assumption that certain events get selected by
media above others based on the attributes or ‘news values’ they possess. The
more of these news values are satisfied, the more likely an event will be selected.
If an event lacks one news value, it can compensate by possessing another. Hence,
journalists’ criteria for selecting the news are cumulative, making stories signif-
icant based on their overall level of newsworthiness. The earliest attempt for a
systematic approach of determining newsworthiness by news values, is a taxon-
omy by Galtung & Ruge [1], that triggered both scholars and practitioners in
examining aspects of events that make them more likely to receive coverage [2, 3].
For analytical purposes, the concept of news values is valuable to understand
that news selection is more than just the outcome of journalists’ ‘gut feeling’. To
decide what is news and what is not, journalists consciously and unconsciously
use a set of selection criteria, that help them assess the newsworthiness of a story
or an event [4, 5].

In Table 1, an overview is given of the different news values that are available
in the literature of journalism studies, categorized in news values and their sub-
factors. Here, we will give a brief review of the most important studies in this
domain.

In the 1960’s, Galtung & Ruge [1] published a theory of news selection, which
provided a taxonomy of 12 news values that define how events become news.
More specifically, they discerned (1) frequency : the time-span of the event to
unfold itself, (2) threshold : the impact or intensity of an event, (3) unambiguity :
the clarity of the event (4) meaningfulness: the relevance of the event, often in
terms of geographical proximity and cultural similarity, (5) consonance: the way
the event fits with the expectations about the state of the world, (6) unexpect-
edness: the unusualness of the event, (7) continuity : further development of a
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Table 1. News selection criteria as identified and specified in literature.

previous newsworthy story, (8) composition: a mixture of different kind of news,
(9) reference to elite nations, (10) reference to elite persons, (11) reference to
persons: events that can be made personal, (12) reference to something negative.
Bell [6] used Galtung and Ruge’s list as a starting point, but redefined some
of them and added the value of facticity: a good story needs facts (e.g. names,
locations, numbers and figures). Harcup and O’Neill [2] also made a revision of
Galtung and Ruge’s criteria for the contemporary news offer, with special atten-
tion for the entertainment offer available in newspapers. More specifically, the
following values were added: (1) Events with picture opportunities, (2) Reference
to sex, (3) Reference to animals, (4) humor, (5) showbiz/TV related events and
(6) good news (e.g. acts of heroism). In addition, concerning elite persons they
made a distinction between power elite (e.g. Prime minister) and celebrities (e.g.
Pop Stars). McGregor [7] also proposed news values reflecting the modern way
of news selection, with a focus on TV news. He referred to events that are visu-
ally accessible and recordable. In addition, when events involve tragedy, victims
or children, it is likely to appeal to the emotions of the audience. Concerning
negative events, conflict, scandal and crime are highlighted. Bekius [8] added
competition as a value, which explains the extensive coverage of sports. Finally,
Shoemaker and Cohen [3] extended the notion of significance, by demarcating
four sub-dimensions: political significance, economical significance, cultural sig-
nificance and public significance.
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3 A Technical Perspective

While the aspects of news as described in Sect. 2 provide a valuable guideline
for the theoretical analysis of news, this remains a task for specialists, labor
intensive and prone to human error. However, recent advances in Semantic Web
technologies have made new tools and services available on the Web to auto-
matically analyze the content of an article. In Figure 1, these technologies are
mapped to the news values from Table 1 they can be used to detect. Each of
these analyses will be discussed in detail in Sect. 4. The mapping is structured
as follows: each straight, full line indicates that an analysis or detected entity
or topic contributes to the connecting news criteria in some way. The dotted,
curved lines represent the subdivision of news criteria into several sub-criteria,
which are then connected to one or more analyses by full lines. The attentive
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Fig. 1. News values and sub-criteria mapped to Named Entities, Topics and analyses
using Semantic Web technologies

reader will notice that there are two news criteria in the mapping that were not
present in the literature overview in Table 1: social significance and technolog-
ical significance. This is because when implementing our approach, we noticed
a significant number of articles that complied with these criteria, and had no
corresponding news value mapping. Therefore, we added these news values our-
selves. Whether they can actually be considered news selection criteria in the
newsrooms, remains to be investigated by extensive social research. However,
our approach will provide the ideal means to this end.
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4 Determining Newsworthiness

The aim of our research is to provide users (news professionals, such as jour-
nalists and media researchers) with information about the newsworthiness of an
arbitrary news article. However, it would not be feasible, nor desirable for our
system to output a single newsworthiness score. Instead, a score between 0 and
1 will be generated for each news value discussed in Sect. 2. This way, a news-
worthiness profile is generated, based on the content of the article. To achieve
this, we take the content input (plain text), and analyze it in different ways.
The results of this analysis are then traced back to the news values, using the
mapping illustrated in Figure 1. This mapping leads to six analysis ‘clusters’,
namely: similarity analysis, Named Entity Recognition (NER), topic detection,
social media, reader targeting and content format analysis. Each analysis adds
a score to one or more corresponding values. After the final analysis, a normal-
ization is performed before returning the final result.

4.1 Named Entity Recognition

A crucial step in our analysis is gathering as much descriptive metadata about
the news articles as possible. However, manual addition of metadata by the
authors is often neglected. Therefore, we need to automatically generate these
metadata ourselves. To do this, we use publicly available tools known as Named
Entity Recognition(NER) services. These services accept plain text as input,
and output a list of linked Named Entities (NEs), detected in the text. For our
implementation, our NER service of choice is OpenCalais3, a well-established,
thoroughly tested [9] and freely available NER service. However, it is our goal
to include additional NER services over time, thereby linking to more nodes in
the Linked Data cloud, and creating a more complete mapping of Linked Data
resources to news values. For a thorough overview of NER services and their
performance, we refer to the NERD framework, by Rizzo & Troncy [10]. At the
time of writing, OpenCalais is able to detect 21 types of entities from plain text,
of which a selection is shown in Figure 1. A complete list of these entity types
is provided in the online OC documentation4. Conforming to the mapping in
Figure 1, these entity types contribute to the eliteness, geographical significance,
showbiz/TV and celebrities criteria. The amount at which a detected entity
contributes to its respective news value(s) is determined by the relevance score
assigned by OpenCalais. This relevance score represents the importance of an
entity in the text it occurs in. For each entity detected in the text, the relevance
score is accumulated in the corresponding news value(s).

3 http://www.opencalais.com
4 http://www.opencalais.com/documentation/linked-data-entities
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4.2 Topic Detection

As an addition to the NER, OpenCalais also categorizes the article into one of
17 topics5. We associate each of these topics to one or more news criteria, as
in Figure 1. The topics of the article contribute to the negativity and meaning-
fulness criteria. Because these are very broad criteria, we subdivide negativity
into conflict, crime, damage and tragedy. Similarly, meaningfulness is subdivided
into political, economical, cultural, public and geographical significance. One of
the predefined topics OpenCalais detects, technology, occurred frequently during
the testing phase of development, and had no straightforward mapping to one of
the values. Therefore, a new news value, termed technological significance, was
added. Whether this new news value is also used by media practitioners, remains
to be investigated in future work. Analogous to the relevance scores in Sect. 4.1,
OpenCalais assigns a confidence score to each topic. This score is added to the
corresponding news criteria for each detected topic.

4.3 Similarity Analysis

Next to NER and topic detection, another important component of automated
news analysis is identification of any prior mentions of an article or its content.
Comparing the content of an article to strategically chosen reference sets gives
us information about the frequency, novelty, uniqueness and recency of that kind
of content. Here, the challenge is to find a good method for retrieving similar
articles, as well as suitable reference sets.

For the retrieval of similar articles in a reference set, we have developed a
Named Entity based similarity measure. The approach uses the NEs detected in
an article to compute a similarity measure. When comparing two articles A and
B, we create two vectors representations a and b of their NEs, where ai is the
weight of NE i in document A (analogous for B), as determined during the NER
step (in our case, the relevance score assigned by OpenCalais). The similarity
between the documents is then calculated as the cosine similarity of the vectors,
given by Formula 1.

Sim(A,B) =

∑
i aibi√∑

i a
2
i

√∑
i b

2
i

(1)

When no NEs were detected, we revert to the classic “bag of words” approach,
using Term Frequency - Inverse Document Frequency (TF-IDF) weights for every
word in the text. For a more extensive description and evaluation of this NE
based similarity measure, we refer to [11], where the same method is used for
the clustering of a large set of news articles. Here, the NE based similarity is
used to select all news articles from a reference set that are more similar to the
input article than a certain threshold.

For the selection of the reference sets, it is important to keep in mind which
news values the similarity analysis will influence. As seen in Figure 1, the criteria

5 http://www.opencalais.com/documentation/calais-web-service-api/api-
metadata/document-categorization
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related to similarity are all relative to recent publications. In other words, for
this application, it is better to use a smaller and dynamic reference set of recent
news items (e.g. one or two weeks), rather than a large news database, gathered
over a long period of time. In our implementation, we use the New York Times
“Most Popular” API6 to acquire the the most viewed articles of the last 7 and
30 days to be used as our reference sets.

After retrieving all articles with similarity to the input article above a certain
threshold T (in our case, T = 0.7), from both reference sets, we use the size of
these retrieved sets to make a decision about the related news values. If the
article has more than one similar article, using the reference set of the last 7
days, a positive score is added to the recency value. If it has no similar articles
in the 7-day set, but it has more than one in the 30-day set, the scores of the
frequency and continuity criteria are increased. Finally, if no similar news items
were found, a score is added to the unexpectedness. The most suitable amount
at which the scores are increased will have to be determined by further testing.
In the first implementation, a straightforward “+1” is performed.

4.4 Social Media

An important group of actors in today’s media landscape that cannot be ignored,
are the social media. Social networks such as Twitter and Facebook play a leading
role in the spreading of news stories. These media act as a barometer for news
trends, and provide the necessary services and APIs to be utilized as such. These
APIs allow us to measure the relevance and public significance of a certain news
item, as a form of crowdsourcing. The social media are important indicators of
the newsworthiness of an article. Once a topic is trending on Twitter and/or
Facebook, the information related to this topic is spread widely in a very short
timespan. Therefore, we incorporate a social media API in our approach. More
specifically, we cross-reference the Named Entities and topics extracted from
the content of the input news item, to trending topics and keywords on Twitter,
using the Twitter API7. Each trending word or sentence is compared to the string
labels of the detected NEs and topics. Additionally, these labels are expanded
with their synonyms and semantically similar words, found using a publicly
available lexical tool, such as DISCO8. If a NE or topic (or one of their synonyms)
occurs in the list of currently trending topics on Twitter, the social significance
and the recency score of the news item are increased by one.

4.5 Reader Targeting

While we are aiming towards a general and inherent model of newsworthiness,
the influence of the targeted reader’s whereabouts and preferences cannot be
ignored. Local news might have entirely different news values contributing to

6 http://developer.nytimes.com/docs/read/most popular api
7 http://dev.twitter.com/
8 http://www.linguatools.de/disco/
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its newsworthiness than national or global news. Therefore, we will take these
two aspects of the targeted news consumers into consideration. The cultural
proximity of a news article to a group of users is determined by adding 1 for
each entity or topic relating to culture detected in the article, such as TV shows,
plays, etc. Similarly, the geographical proximity of an article to a user is increased
by 1 when specific locations such as cities or regions appear in the article. These
criteria give a journalist an indication of which audience his/her article can be
targeted towards.

4.6 Content Format Analysis

Research shows that facticity plays an important role when it comes to news-
worthiness [6]. Although no off-the-shelf techniques are in place for detecting
facticity, there are some constructs we can look for. Although far from the only
contributing factors to facticity (such as correctness, which is beyond the scope
of this work), lists and tables are good indicators that facts are being summed
up. Lists and tables are elements that are fairly easily recognizable in digital
content, due to their notation using a markup language. For example, lists that
are included in a news article on a web page will be represented using the HTML
<ul> tag. However, these HTML lists and tables are often used as a means to
create the layout of a web page. To make the distinction from this type of us-
age, only lists and tables that contain numerical values will contribute to the
facticity. Additionally, we look for repetition of certain structural patterns using
regular expressions, such as “*:*$” and “-*$” (where ‘*’ represents a wild card,
and ‘$’ a new line). Other indicators of facticity are frequent occurrences of cur-
rencies (detectable by many NER services), or other numerical values. Each of
these detected indicators will contribute to the facticity value in the resulting
newsworthiness profile. The amount at which the facticity score is increased, is
to be determined empirically.

4.7 Normalization and Presentation

When all analyses have been completed, we obtain an array of scores, each linked
to a news value. However, these scores have no well-defined bounds, as each type
of analysis uses different calculations, precision and weights to add a score to
a news value. Therefore, we normalize each news value score s to a normalized
score sn as in Formula 2, where S0 is the set of non-zero scores in the array.

∀s ∈ S0 : sn =
s∑

si∈S0
si

(2)

This implies that the total of all non-zero scores is always 1, and each score
indicates the contribution of its news value to the newsworthiness of the article.

Now, the score array is visualized to the user, in the form of a bar chart or
similar graphical representation. This way, the user is instantly presented with
an overview of the newsworthy aspects of the input article. Figure 2 shows a
screen shot of how this is achieved in the proof-of-concept implementation.
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Fig. 2. Example of visualization of newsworthiness scores in our proof-of-concept ap-
plication. The analyzed article contains information on the stock of a major automotive
company. The software correctly determined the economical significance of the article,
and indicates the presence of some important persons, nations and organizations.

5 Evaluation

Until now, analysis of news and assessment of its newsworthiness was performed
by domain experts, such as journalists and media researchers. Unfortunately,
this means that there are no automated systems to compare to our approach.
Therefore, as a first evaluation of our approach, we constructed a gold test set,
using publicly available news that is assumed to be newsworthy, and verified the
results of our approach manually using the latest version of the proof-of-concept
software. Note that even though not all features were implemented yet at the
time of writing, we chose to evaluate the output of all implemented features,
rather than provide no evaluation at all.

Our test set was created using the New York Times Developer APIs9. The
New York Times offers a large selection of its data openly for non-commercial
use. To obtain a set of articles that can safely be assumed to be newsworthy,
we made use of the “Most Popular API”. As an initial set, we requested the
most viewed articles from the 30 days prior to the submission of this paper
(thus ranging from July 8th until August 6th). From this set, we then retained
only those URLs which were annotated with more than five concepts, using the
“Semantic API”. This extra selection step ensures us of suitable data, in which
a NER service should stand a good chance of finding Named Entities. Finally,
using the “Article Search API”, we obtained the summary10 of each article,
and processed it using our approach. The similarity analysis (see Sect. 4.3) was

9 http://developer.nytimes.com/docs/read/{most popular api, semantic API, arti-
cle search api}

10 Note that the New York Times API does not release the full text of articles.
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skipped, since we use the same Most Popular API as a reference set, which would
result in each newsworthiness profile containing the “recency” value.

After applying our approach, we obtained a set of 224 articles, each annotated
with extracted entities, topics, and a newsworthiness profile. We assessed these
newsworthiness profiles manually for correctness ourselves. For each profile, we
assessed two things:

1. Are there any news criteria missing in the profile, that are perceived in the
article? (recall)

2. Are there any excess news criteria in the profile, that are not perceived in
the article? (precision)

When performed for all newsworthiness profiles, the first assessment gives us
the number of profiles without any missing news criteria, or the recall of the
newsworthiness profiles. The seconds assessment results in the number of profiles
without any falsely detected news criteria, or the precision of the newsworthiness
profiles. After careful evaluation of the 224 newsworthiness profiles, a precision
of 83.93%, and a recall of 66.07% was obtained. The most common mistakes
occurred when two very distinct news criteria occurred in the same article. For
example, one of the articles describes a football coach harrassing one of his
players. This will trigger both the Crime and Competition criteria, while in this
case, only Crime is relevant. This could perhaps be solved by defining disjointness
rules between the news criteria.

Overall, these preliminary results indicate that we have found the basis for
a viable, automated method to extract the contributing news criteria that de-
termine an article’s newsworthiness. However, as discussed in the next section,
further evaluation by domain experts is still needed when the approach is fully
implemented. The processed set of articles, complete with newsworthiness pro-
files and their evaluations, can be found in machine-understandable JSON format
at the following url: http://users.ugent.be/~
tdenies/AVALON/ISWC/evaluation.json. A graphical interface to browse this
data is available at http://users.ugent.be/~tdenies/AVALON/ISWC/.

6 Discussion and Future Work

While the initial impression of our approach is positive, a more extensive eval-
uation will be performed soon. The first evaluation is slightly biased, as it re-
lied on verification of the generated results, because it is a relatively fast and
straightforward process. A more thorough, unbiased approach is to ask a panel
of domain experts to manually compose a newsworthiness profile, based on the
same news values as our approach, and compare it with a profile generated by
our approach, using more than one NER service (and corresponding news value
mapping). However, before we initiate this extensive, time-consuming evalua-
tion, further optimization of our proof-of-concept software is required, to avoid
excess repetition of the process. Once this technological optimization is com-
plete, we will also assess usability with media practitioners in order to discern
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improvements in terms of ease of use (e.g. the visualization of the newsworthiness
scores) and user-perceived reliability (e.g. the professionals’ trust in the tool’s
accuracy). In addition, future research will focus on the question to what extent
the selection of news of particular media outlets can be adequately predicted
by automatically generated newsworthiness assessments. Such a study has the
potential to provide valuable insights as to what extent the inherent subjectiv-
ity of human news selection can be approximated by objective parameters and
algorithms for newsworthiness assessment.

Our approach also provides an opportunity to gain a new perspective on the
research towards news value assessment. The automated approach allows for a
large-scale analysis of published works. This way, it becomes possible to verify
whether the theoretically determined news criteria still hold for today’s media
landscape, or even to identify new criteria. As experienced during development,
comparing automated and human news selection mechanisms might reveal news
values not yet identified in the literature of journalism studies. One specific use
case that has recently emerged, is that of citizen journalism. As users become
more informed, they often participate actively in the production of news. Ex-
amples of this sort of participatory journalism are often found in blogs, opinion
pieces and local newspapers. It is to be expected that these citizen journalists
will use a distinctly different set of criteria to determine whether something is
newsworthy to them. Our approach allows to investigate this objectively.

7 Conclusions

We succeeded in building an application to automatically assess the newsworthi-
ness of a news article, starting from only the content. We used a unique combina-
tion of sociological research and technological advances, to create a mapping of
long established and recently emerged news values to a set of automated anal-
ysis clusters. Through Named Entity Recognition, topic detection, similarity
analysis, social media, reader targeting and text format matching, our approach
assigns a score to a set of news criteria, to create a newsworthiness profile for
an arbitrary piece of text. The generated newsworthiness profiles of 224 news
items were manually verified, and exhibited a precision of 83.93% and recall of
66.07%. Of course, further evaluation is needed, in collaboration with domain
experts. This approach provides many opportunities for future work, including
large-scale analysis of news content by domain experts, potentially uncovering
new criteria that contribute to newsworthiness in the current media landscape.

Acknowledgments. The research activities in this paper were funded by Ghent
University, IBBT (a research institute founded by the Flemish Government),
the Institute for Promotion of Innovation by Science and Technology in Flan-
ders (IWT), the FWO-Flanders, and the European Union, in the context of
the IBBT project Smarter Media in Flanders (SMIF). Companies involved are
Belga, Concentra, VRT and Roularta, with project support of IWT. We also
extend thanks to The New York Times, for their comprehensive open news API.



References

[1] Galtung, J., Ruge, M.: The structure of foreign news. Journal of peace
research 2 (1965) 64–90

[2] Harcup, T., O’neill, D.: What is news? Galtung and Ruge revisited. Jour-
nalism studies 2 (2001) 261–280

[3] Shoemaker, P., Cohen, A.: News around the world. Content, practitioners,
and the public. Recherche 67 (2006) 02

[4] O’sullivan, T., Hartley, J., Saunders, D., Montgomery, M., Fiske, J.: Key
concepts in communication and cultural studies. Routledge London (1994)

[5] Schultz, I.: The journalistic gut feeling. Journalism practice 1 (2007) 190–
207

[6] Bell, A.: The language of news media. Blackwell Oxford (1991)
[7] McGregor, J.: Terrorism, war, lions and sex symbols: Restating news values.

What’s news (2002) 111–125
[8] Bekius, W.: Werkboek journalistieke genres. Coutinho (2003)
[9] Iacobelli, F., Nichols, N., Birnbaum, L., Hammond, K.: Finding new

information via robust entity detection. In: Proactive Assistant Agents
(PAA2010) AAAI 2010 Fall Symposium. (2010)

[10] Rizzo, G., Troncy, R.: NERD: Evaluating Named Entity Recognition Tools
in the Web of Data. In: (ISWC’11) Workshop on Web Scale Knowledge
Extraction (WEKEX’11). (2011)

[11] De Nies, T., Coppens, S., Van Deursen, D., Mannens, E., Van de Walle, R.:
Automatic discovery of high-level provenance using semantic similarity. In:
Proceedings of the 4th International Provenance and Annotation Workshop
IPAW 2012, LNCS 7525, Springer, Heidelberg. (2012) 97–110


