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Preface

The AI*IA Doctoral Consortium (DC) was held as part of the 12th Symposium
of the Italian Association for Artificial Intelligence (AI*IA). It took place at
University of Rome “La Sapienza” on June 15th, 2012. It follows the very positive
experience of the first edition of the DC in the 2010 AI*IA Symposium, according
to the spirit of the DCs within main international conferences (such as IJCAI
and AAAI).

The Consortium was planned to give Ph.D. students conducting research in
the field of Artificial Intelligence an opportunity to interact with established re-
searchers and with other students. Although the DC was designed primarily for
students currently enrolled in a Ph.D. program, the call for proposals was also
open to exceptions (e.g., students currently in a Master’s program and interested
in doctoral studies). Students at any stage in their doctoral studies were encour-
aged to apply, since contributions describing both mature and preliminary work
were welcomed.

Eleven contributions were received, of which 9 were accepted for presentation.
The Consortium consisted in a poster session in the courtyard of the conference
venue. Attendance was open to all AI*IA Symposium participants.

We are pleased with the quality of the contributed research summaries and
posters. Submitted works covered a broad spectrum of topics within AI, includ-
ing machine learning, scheduling and optimization, knowledge representation
and reasoning, natural language processing. Most contributions highlighted the
practical applications of the investigated AI techniques in cutting-edge fields
such as embedded systems design, ubiquitous computing and ambient intelli-
gence, question answering, business process management. All students were able
to describe their work in a clear and interesting way, as well as to sustain dis-
cussion with competence and maturity.

We are particularly grateful to mentors who took part at the DC. We received
very positive responses to our invitations to read the students’ proposals and
discuss them at the venue. Discussions were very open and mentors provided
valuable suggestions and ideas to the students, displaying genuine interest for
their work.

In conclusion, we are confident that the DC was a good experience for all par-
ticipants, promoting mutual exchange of ideas and possibly even future research
collaborations.

July 2012 Paolo Liberatore, Michele Lombardi, Floriano Scioscia
DC Co-chairs
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ENDIF, Università di Ferrara
Via Saragat, 1 – 44122 Ferrara, Italy

elena.bellodi@unife.it

1 Introduction

My research activity focuses on the field of Machine Learning. Two key chal-
lenges in most machine learning applications are uncertainty and complexity.
The standard framework for handling uncertainty is probability, for complexity
is first-order logic. Thus we would like to be able to learn and perform inference
in representation languages that combine the two. This is the focus of the field
of Statistical Relational Learning.

My research is based on the use of the vast plethora of techniques developed
in the field of Logic Programming, in which the distribution semantics [16] is one
of the most prominent approaches. This semantics underlies, e.g., Probabilistic
Logic Programs,Probabilistic Horn Abduction,PRISM [16], Independent Choice
Logic,pD,Logic Programs with Annotated Disjunctions (LPADs) [17], ProbLog
[5] and CP-logic. These languages have the same expressive power: there are
linear transformations from one to the others. LPADs offer the most general
syntax, so my research and experimentations has been focused on this formalism.
An LPAD consists of a finite set of disjunctive clauses, where each of the disjuncts
in the head of a clause is annotated with the probability of the disjunct to hold,
if the body of the clause holds. LPADs are particularly suitable when reasoning
about actions and effects where we have causal independence among the possible
different outcomes for a given action.

Various works have appeared for solving three types of problems for languages
under the distribution semantics:

– inference: computing the probability of a query given the model and some
evidence: most algorithms find explanations for queries and compute their
probability by building a Binary Decision Diagram (BDD) [5,15,10];

– learning the parameters: for instance, LeProbLog [6] uses gradient descent
while LFI-ProbLog [7] uses an Expectation Maximization approach where
the expectations are computed directly using BDDs;

– learning the structure: in [13] a theory compression algorithm for ProbLog
is presented, in [12] ground LPADs are learned using Bayesian network tech-
niques.
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A different approach from distribution semantics is represented by Markov
Logic: a Markov Logic Network (MLN) is a first-order knowledge base with a
weight attached to each clause, reflecting “how strong” it is. For this language
inference, parameter and structure learning algorithms are available as well, see
[14] and [11].

By means of the development of systems for solving the above problems, one
would like to handle classical machine learning tasks, such as Text Classification,
Entity Resolution, Link Prediction, Information Extraction, etc., in real world
domains. An example of Text Classification problem is given by the WebKB
dataset, containing the text of web pages from 4 universities; each page belongs
to one of four classes: course, faculty, research project or student. Given words
on the pages, one wish to infer the class. Entity Resolution concerns the problem
of information integration from multiple sources, where the same entities can be
differently described. An example is represented by the Cora dataset, containing
citations of computer science publications, since citations of the same paper often
appear differently.

I have considered the problem of learning the parameters and both the param-
eters and the structure of LPADs by developing three learning systems: section
2 presents a parameter learning algorithm based on Expectation Maximization,
section 3 presents two algorithms for structure learning that exploit the first.

2 Learning LPADs Parameters with the EM Algorithm

An LPAD is composed of annotated disjunctive clauses Ci of the form
hi1 : Πi1; . . . ;hini

: Πini
: −bi1, . . . , bimi

. where hi1, . . . hini
are logical atoms,

bi1, . . . , bimi
are logical literals and {Πi1, . . . , Πini

} are real numbers in the in-
terval [0, 1] representing probabilities and sum up to 1.

An LPAD rule containing variables represents a number of “simple exper-
iments”, one for each ground instantiation of the rule (obtained by replacing
variables with constants of the domain), with the disjuncts as the possible out-
comes. For each ground instantiation of a rule only one pair (h : Π) is chosen;
in this way a normal non-disjunctive logic program is obtained, called possible

world. A probability distribution is defined over the space of possible worlds by
assuming independence among the selections made for each rule. The probability
of a possible world is the product of probabilities of the individual heads chosen
in each rule. The probability of a query Q according to an LPAD is given by the
sum of the probabilities of the possible worlds where the query is true.

Example 1. The following LPAD T encodes the result of tossing a coin depend-
ing on the fact that it is biased or not:

C1 = heads(Coin) : 0.5; tails(Coin) : 0.5 : −toss(Coin),¬biased(Coin).
C2 = heads(Coin) : 0.6; tails(Coin) : 0.4 : −toss(Coin), biased(Coin).
C3 = fair(coin) : 0.9; biased(coin) : 0.1.
C4 = toss(coin) : 1.
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This program models the fact that a fair coin lands on heads or on tails with
probability 0.5, while a biased coin with probabilities 0.6 and 0.4 respectively.
The third clause says that a certain coin coin has a probability of 0.9 of being
fair and of 0.1 of being biased, the fourth one that coin is certainly tossed.

Each selection of a disjunct in a ground clause of an LPAD can be represented
by the equation Xij = k, where k ∈ {1, . . . , ni} indicates the head chosen, Xij

is a multivalued random variable where i and j indicate the clause and the
grounding. A function f(X), built on a set of multivalued variables and taking
Boolean values, can be represented by a Multivalued Decision Diagram (MDD),
a rooted graph that has one level for each variable. Each node has one child for
each possible value of the associated variable. The leaves store either 0 or 1, the
possible values of f(X). Given values for all the variables X, a MDD can be
used for computing the value of f(X) by traversing the graph starting from the
root and returning the value associated to the leaf that is reached. An example
of such function is: f(X) = {X11 = 1∨X21 = 2∧X31 = 1∨X22 = 3∧X31 = 1}.
A MDD can be used to represent the set of selections over rules, and will have
a path to a 1-leaf for each possible world where a query Q is true. It is often
unfeasible to find all the worlds where the query is true so inference algorithms
find instead explanations for the query, i.e. set of selections such that the query
is true in all the worlds whose selection is a superset of them. Since MDDs split
paths on the basis of the values of a variable, the branches are mutually disjoint
so that a dynamic programming algorithm can be applied for computing the
probability of a query by a summation. Usually one works on MDDs with a
Binary Decision Diagram package, so one has to represent multivalued variables
by means of Boolean variables.

The problem I faced is how to efficiently perform “parameter learning”, i.e.,
using training data for learning correct probabilities Πik. The technique applied
exploits the EM (Expectation Maximization) algorithm over BDDs proposed in
[9,8] and has been implemented in the system EMBLEM, for “EM over BDDs
for probabilistic Logic programs Efficient Mining” [1,2,3].

EMBLEM takes as input a set of interpretations (sets of ground facts), each
describing a portion of the domain of interest, and a theory (LPAD). The user
has to indicate which, among all predicates, are target predicates: the facts for
these predicates will form the queries for which a SLD-proof is computed; from
these proofs a BDD is built encoding the Boolean formula consisting of the
disjunction of the explanations for the query.

Then EMBLEM performs an EM cycle, in which the steps of Expectation and
Maximization are repeated until the log-likelihood of the examples reaches a local
maximum. Expectations are computed directly over BDDs. EM is necessary to
determine the parameters Πik since the number of times that head hik is chosen
is required. The information about which selection was used is unknown, so the
“choice” variables are latent and the number of times is a sufficient statistic.

Decision Diagrams are suitable to efficiently evaluate the expectations since
the set of selections used for the derivation of the examples can be represented
as the set of paths from the root to the 1-leaf.
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3 Learning LPADs Structure

The first system developed for LPADs’ structure learning is SLIPCASE, for
“Structure LearnIng of ProbabilistiC logic progrAmS with Em over bdds” [4].
It learns a LPAD by starting from an initial theory and by performing a beam
search in the space of refinements of the theory. The initial theory is inserted
in the beam and, at each step, the theory with the highest log likelihood is
removed from the beam and the set of its refinements, allowed by the language
bias, is built. The possible refinements are: the addition/removal of a literal from
a clause, the addition of a clause with an empty body and the removal of it. For
each refinement an estimate of the log likelihood of the data is computed by
running a limited number of iterations of EMBLEM. The best theory found so
far is updated and each refinement is inserted in order of log likelihood into the
beam.

I am now working on SLIPCOVER, an evolution of SLIPCASE which first
searches the space of clauses and then the space of theories. SLIPCOVER per-
forms a cycle for each predicate that can appear in the head of clauses, where a
beam search in the space of clauses is performed: each clause (built according to
a language bias) is tested on the examples for the predicate, its head parameters
are learned with EMBLEM and the log likelihood of the data is used as its score.
Then the clause is inserted into one of two lists of promising clauses: a list of
target clauses, those for predicates we want to predict, and a list of background
clauses, those for the other predicates. Then a greedy search in the space of
theories is performed, in which each target clause is added to the current theory
and the score is computed. If the score is greater than the current best the clause
is kept in the theory, otherwise it is discarded. Finally parameter learning with
EMBLEM is run on the target theory plus the clauses for background predicates.

The two systems can learn general LPADs including non-ground programs.

4 Experiments

We experimented EMBLEM on the real datasets IMDB, Cora, UW-CSE, We-
bKB, MovieLens and Mutagenesis and evaluated its performances by means of
the Area under the PR curve and under the ROC curve, in comparison with five
logic-probabilistic learning systems. It achieves higher areas in all cases except
two and uses less memory, allowing it to solve larger problems often in less time.

We tested SLIPCASE on the real datasets HIV, UW-CSE and WebKB, and
evaluated its performances - in comparison with [11] and [12] - through the same
metrics, obtaining highest area values under both.

We have tested the second structure learning algorithm on HIV, UW-CSE,
WebKB, Movielens, Mutagenesis and Hepatitis and evaluated it - in comparison
with SLIPCASE, [11] and [12] - through the same metrics. It has overcome them
in all cases. In the future we plan to test the systems on other datasets and to
experiment with other search strategies.
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The cyclic scheduling problem concerns assigning start times to a set of activ-
ities, to be indefinitely repeated, subject to precedence and resource constraints.
It can be found in many application areas. For instance, it arises in compiler
design implementing loops on parallel architecture[5], and on data-flow compu-
tations in embedded applications[2]. Moreover, cyclic scheduling can be found
in mass production, such as cyclic shop or Hoist scheduling problems[6].

In cyclic scheduling often the notion of optimality is related to the period of
the schedule. A minimal period corresponds to the highest number of activities
carried out on average over a large time window.

Optimal cyclic schedulers are lately in great demand, as streaming paradigms
are gaining momentum across a wide spectrum of computing platforms, ranging
from multi-media encoding and decoding in mobile and consumer devices, to
advanced packet processing in network appliances, to high-quality rendering in
game consoles. In stream computing, an application can be abstracted as a set
of tasks that have to be performed on incoming items (frames) of a data stream.
A typical example is video decoding, where a compressed video stream has to
be expanded and rendered. As video compression exploits temporal correlation
between successive frames, decoding is not pure process-and-forward and com-
putation on the current frame depends on the previously decoded frame. These
dependencies must be taken into account in the scheduling model. In embedded
computing contexts, resource constraints (computational units and buffer stor-
age) imposed by the underlying hardware platforms are of great importance. In
addition, the computational effort which can be spent to compute an optimal
schedule is often limited by cost and time-to-market considerations.

My research focuses on scheduling periodic application. In particular, in first
place I have worked together with my research group on a Constraint Program-
ming approach based on modular arithmetic for computing minimum-period
resource-constrained cyclic schedules [3]. The solver has several interesting char-
acteristics: it deals effectively with temporal and resource constraints, it com-
putes very high quality solutions in a short time, but it can also be pushed
to run complete search. An extensive experimental evaluation on a number of
non-trivial synthetic instances and on a set of realistic industrial instances gave
promising results compared with a state-of-the art ILP-based (Integer Linear
Programming)[1] scheduler and the Swing Modulo Scheduling (SMS)[7] heuristic
technique. The main innovation of our approach is that while classical modular
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approaches fix the modulus and solve the corresponding (non periodic) schedul-
ing problem, in our technique the bounds for the modulus variables are inferred
from the activity and iteration variables.

The main drawback of this first approach is the underlying hypothesis that
the end times of all activities should be assigned within the modulus. Thanks
to this assumption, we can reuse traditional resource constraints and filtering
algorithms. However the solution quality can be improved by relaxing this hy-
pothesis.

Therefore, we proposed [4] a Global Cyclic Cumulative Constraint (GCCC)
that indeed relaxes this hypothesis. We have to schedule all the start times within
the modulus λ, but we have no restriction on end times. The resulting problem
is far more complicated, as enlarging the modulus produces a reduction of the
modular end time of the activities. Figure 1 explains the concept. Suppose the
grey activity requires one unit of a resource of capacity 3. If the modulus value
is D, then the activity can be scheduled as usual. If the modulus is reduced to
C, the starting time of the activity is the same, while the “modular end time” is
c and the resource consumption is 2 between 0 and c. If the modulus is further
reduced to B the modular end time increases to b. Finally, if the modulus is
reduced to A, the modular end point becomes a and the resource consumption
is 3 between 0 and a.

In [4] we show the advantages in terms of solution quality w.r.t. our previous
approach that was already outperforming state of the art techniques. The experi-
ments highlight that our approach obtains considerably better results in terms of
solution quality for high capacity values. Moreover, the results show that, work-
ing with acyclic graphs, the GCCC approach obtains an approximately constant
resource idle time.

!"#$

% &' (

)*+

,

Fig. 1. Resource Profiles w.r.t different modulus values

11



Further investigation will be devoted to the design of cyclic scheduling heuris-
tic algorithms and their comparison with complete approaches.
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Abstract. Social networks, web portals or e-learning platforms produce
in general a large amount of data everyday, normally stored in its raw
format in log file systems and databases. Such data can be condensed
and summarized to improve reporting performance and reduce the sys-
tem load. This data summarization reduces the amount of space that is
required to store software data but produces, as a side effect, a decrease
of their informative capability due to an information loss. In this work
we study the problem of summarizing data obtained by the log systems
of chronology-dependent applications with a lot of users. In particular,
we present a method to reduce the data size, collapsing the descriptions
of more events in a unique descriptor or in a smaller set of descriptors
and pose the optimal summarization problem.

1 Introduction

During last years we have seen an impressive growth and diffusion of applications
shared and used by a huge amount of users around the world. Network traffic
data log systems, alarms in telecommunication networks and web portals which
records the user activities are examples of chronology-dependent applications
(CDA) producing in general large amount of data in the form of log sequences.

But log files are usually big and noisy, and the difficulty of finding patterns
is very high as well as the number of patterns discovered can be very large [6].
For this reason, data in log files can be condensed and summarized to improve
reporting performance and analyze the system behavior.

In this work, a new method to produce a concise summary of sequences of
events related to time is presented, which is based on the data size reduction
obtained merging time intervals and collapsing the descriptions of more events in
a smaller set of descriptors. Moreover, in order to obtain a data representation as
compact as possible, an abstraction operation allowing an event generalization
process (as in [5]) is defined. The summarized time sequence can substitute the
original time sequence in the data analysis.

The reduction of the amount of data produces also as a side effect, a decrease
of their informative capability due to an information loss. For this reason, we
formally define the summarization problem as an optimization problem that
balances between shortness of the summary and accuracy of the data description.
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1.1 Related Works

In [5], Pham et al. propose an algorithm that achieves time sequence summariza-
tion based on a generalization, grouping and concept formation process, main-
taining the overall chronology of events. Our summarization method overcomes
the time limitation of this procedure, using time intervals, instead only time
instants.

In [6], [4], [3], authors propose methods to produce a comprehensive summary
for the input sequence, focused on the frequency changes of event types across
adjacent segments. In particular, in [4], Kiernan and Terzi rely to the Maximum
Description Length (MDL) principle to produce the summarized time sequence
balancing the shortness of the summary and accuracy of the data description.
Moreover, in [3], the presented framework summarizes an event sequence using
inter-arrival histograms to capture the temporal relationships among events us-
ing the MDL. Unlike these works, where are presented methods which partition
the time sequence into segments and study global relationships on each segment,
and among segments, our method takes into account an overview of the time
sequence to solve the summarization problem.

In [1], Chandola et al. formulates the problem of summarization as an op-
timal summarization problem involving two measures, Compaction Gain and
Information Loss, which assess the quality of the summary.

2 The model

In this work we assume that each event is described by a set of users which
made actions over objects either at a particular instant or during an interval.
Moreover, the assumed time model is discrete, where events are instantaneous
and are representable by a tuple (u, a, o, t), with which we describe users, actions,
objects and time of the actions.

In order to represent more general situations and potentially aggregate in-
formation of similar events, we define events as tuples involving sets of users,
actions and objects possibly occurred during an interval.

Definition 1. An event descriptor is a t-uple X = (U,A,O, I, δ) representing a

set of actions A made by a set of users U over a set of objects O, during a given

time interval I according to the covering index δ that is defined as the ratio by

the number of points in which the actions in A are actually executed and all the

points of I.

Example 1. X = ({admin}, {login, logout}, {IT}, [10, 50], 0.30) represents that
adminmade login and logout in ITcourse in the 30% of the points of I = [10, 50].

We assume that the labels in the sets U , A and O can be organized in
taxonomies, which are organized in hierarchies with multiple inheritance: each
taxonomy is associated to an abstraction operator (↑), allowing to climb the
hierarchy.
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The abstraction operator applied to a node of the taxonomy returns all the
fathers of the node, while, when it is applied to a set of nodes S = {s1, . . . , sn},
the result is a set ↑ (S) = S′ where at least a si is substituted with ↑ (si). Let’s
two different sets S1 and S2, the minimal abstracting set S is defined as the
first not null set of common ancestor of S1 and S2 computed by climbing the
taxonomy graph associated to S1 and S2, i.e. such that S = ↑ (S1) = ↑ (S2).

Definition 2. A time sequence X = (X1, . . . , Xm) is a sequence of m event de-

scriptors Xi; m is called size of the time sequence, or data size.

Given a time sequence, we aim to provide methods to reduce its data size,
collapsing the descriptions of more events in a smaller set of event descriptors.

Definition 3. Let’s Ω the set of all event descriptors, X1 = (U,A,O, I1, δ1)
and X2 = (U,A,O, I2, δ2) two event descriptors, I1 = [t′1, t

′′
1 ] and I2 = [t′2, t

′′
2 ],

we define the merging operator as

⊕ : Ω ×Ω → Ω

((U,A,O, I1, δ1), (U,A,O, I2, δ2)) 7→ (U,A,O, I, δ)
(1)

such that I = [min(t′1, t
′
2),max(t′′1 , t

′′
2)] and

δ =
δ1|I1|+ δ2|I2| −min(δ1|I1|, δ2|I2|, |I1 ∩ I2|)

|I|
(2)

The merging operator collapses intervals of event descriptors with identical
label sets. δ is computed considering that events happening in both I1 and I2
coincide as much as possible; it is simple to prove that δ ≤ max(δ1, δ2).

Example 2. Given the time sequence X = {X1, X2, X3, X4}, where

X1 = ({user1, user2}, {login}, {objA}, [1, 1], 1.0), X2 = ({user2}, {send}, {objA}, [2, 2], 1.0),
X3 = ({user1}, {read}, {objA}, [4, 4], 1.0), X4 = ({user2}, {send}, {objA}, [5, 5], 1.0).

We can apply the merging operator to X2 and X4 obtaining

X24 = X2 ⊕X4 = ({user2}, {send}, {objA}, [2, 4], 0.67).

The new time sequence X = {X1, X24, X3} has a smaller size but less information
about events. And no more merging operation can be applied.

Definition 4. Let’s Ω the set of all event descriptors and given an event de-

scriptor X = (U,A,O, I, δ), the abstraction operator ↑S is defined as

↑S : Ω → Ω

(U,A,O, I, δ) 7→ (U ′, A′, O′, I, δ)
(3)

where S ∈ {U,A,O} and S′ =↑ (S) is obtained applying the abstraction operator.

The abstraction operator will make mergeable event descriptors having dif-
ferent label sets, generalizing labels in the sets U , A, O.

Definition 5. Let’s {Xi : Xi = (Ui, Ai, Oi, Ii, δi), i = 1, . . . , n} a set of event

descriptors, X∗
i = (U,A,O, Ii, δi) is the minimal abstracting event for Xi if each

label set U , A, O is the minimal abstracting set respectively for {Ui}, {Ai}, {Oi}.

15



For instance, let consider the taxonomy graphs depicted in Fig.1, and given

X1 = ({user1}, {Create.folder, Save}, {log1}, I1, δ1),
X2 = ({user1, user2}, {Disk.op,Write.mail}, {log1}, I2, δ2),

the twominimal abstracting events forX1 andX2 areX
∗
1 = ({user}, {User.op}, {log1}, I1, δ1)

and X∗
2 = ({user}, {User.op}, {log1}, I2, δ2) respectively.

Fig. 1. An example of taxonomy graphs respectively over the sets U and A.

Considering that creating a summary produces information loss, the optimal
summarization problem aims to maximize the reduction of data size minimizing
the information loss. It is clear that the optimal summarization is a question of
tradeoff between application of themerging operator and the abstraction operator

to the event descriptors.

3 The optimal summarization problem

Let’s X0 the time sequence of the initial volume of data and X a summarized
time sequence, we define some metrics to assess the quality of X with respect to
X0.

Definition 6. The compaction gain of X is define as C(X,X0) =
|X0|
|X| .

Definition 7. Given Ii = [t′i, t
′′
i ] and Gi = [t′′i , t

′
i+1], the covering accuracy of

X is

µ(X) =

∑n
i=1

δi|Ii|+
∑m

i=1
|Gi|∑n

i=1
|Ii|+

∑m
i=1
|Gi|

. (4)

The gap intervals Gi are considered as intervals with δGi
= 1.0, because

there are no events happening in each Gi. It easy to prove that 0 ≤ µ(X) ≤ 1.
In particular, µ(X) = 1 is verified if and only if δi = 1, ∀i = 1, . . . , n.

Definition 8. Given X, the description accuracy of X is defined as

η(X) = min
X∈X

(min(ωUη(U), ωAη(A), ωOη(O))) , (5)

where ωU , ωA, ωO ≥ 0 are the weights of the label sets, and

η(S) = min
n∈S

d(r, n)

h(n)
,

where S ∈ {U,A,O}, r is the root of the taxonomy TS and h(n) is the longest

distance from n to a leaf.
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Note that 0 ≤ η(S) ≤ 1. In particular, η(S) = 1 is verified when n is a leaf,
and η(S) = 0 when n coincides with the root.

Definition 9. Given X and X0, the information loss of the summarization pro-

cess is defined as

I(X,X0) = α(µ(X0)− µ(X)) + β(η(X0)− η(X)). (6)

Definition 10. Given X0 and a real number γ > 0, we define the Optimal Sum-

marized Time Sequence X such that the parameterized ratio between I(X,X0)
and C(X,X0) is minimal, i.e.

X = argmin
X

I(X,X0)

[C(X,X0)]γ
. (7)

4 Conclusions and future works

In this work the problem of summarizing data obtained by the log systems of
applications with a lot of users is studied. We have presented a new method to
produce a concise summary of sequences of events related to time, based on the
data size reduction obtained merging time intervals and collapsing the descrip-
tions of more events in a unique descriptor or in a smaller set of descriptors.
Moreover, in order to obtain a data representation as compact as possible, an
abstraction operation allowing an event generalization process is defined.

Moreover, we are studying about the formalization and the implementation
of an optimal algorithm for the Optimal Summarization Problem. The idea is to
use suboptimal algorithms to obtain the best summarization algorithm for our
method.
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Abstract. Home and building automation aims at improving features
and capabilities of household systems and appliances. Nevertheless, cur-
rent solutions poorly support dynamic scenarios and context-awareness.
The integration of knowledge representation features and reasoning tech-
niques (originally devised for the Semantic Web) into standard home
automation protocols can offer high-level services to users. A semantic-
based approach is proposed, able to interface users and devices (whose
characteristics are expressed by means of annotated profiles) within a
service-oriented home infrastructure.

1 Introduction

Home and Building Automation (HBA) –also known as domotics– is a growing
research and industrial field, aimed at coordinating subsystems and appliances in
a building to provide increased levels of user comfort and manageability, reduce
energy consumption and minimize environmental impact. In latest years, the
design of smart HBA environments is attracting efforts from several disciplines,
including mobile and pervasive computing, wireless sensor networks, artificial
intelligence and agent-based software, coalescing into a research area known as
Ambient Intelligence (AmI) [12]. A crucial issue for feasible and effective AmI
solutions lies in efficient resource/service discovery. Current HBA systems and
standard technologies are still based on explicit user commands over static sets of
operational scenarios, established during system design and installation. Conse-
quently, they allow a low degree of autonomicity and flexibility. These restrictions
can be by-passed through the adaptation and integration of Knowledge Repre-
sentation (KR) formalisms and techniques originally conceived for the Semantic
Web. Ontology languages, based on Description Logics (DLs), can be used to
describe the application domain and relationships among resources in a way that
can support inference procedures and matchmaking processes, in order to satisfy
users’ needs and preferences to the best possible extent.

2 State of the Art

Currently, most widespread technological standards for HBA –including KNX
(www.knx.org), ZigBee (www.zigbee.org) and LonWorks (developed by Echelon
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Corporation, www.echelon.com) – only offer static automation capabilities, con-
sisting of pre-designed application scenarios. They do not allow autonomicity in
environmental adaptation given a user profile and dynamic context-awareness.

An early approach towards AmI was proposed in [10]. Intelligent agents were
used to automate a service composition task, providing transparency from the
user’s standpoint. Nevertheless, such an approach was based on service discov-
ery protocols such as UPnP and Bluetooth SDP, presenting a too elementary
discovery and supporting only exact match of code-based service attributes. Due
to the growing interest in reducing energy consumption, several studies on AmI
and multi-agent systems have been proposed for energy management and com-
fort enhancement [3]. Unfortunately, these solutions either require direct user
intervention or only support basic interaction between devices, lacking advanced
resource discovery and composition capabilities. The use of knowledge represen-
tation can allow to overcome such limitations. Knowledge Bases (KBs) will be
exploited to enable a user-device interaction and to interconnect household appli-
ances, using different protocols, in order to share services and data, e.g., related
to device energy consumption [4]. In [1] an ontology-based domotic framework
with a rule-based reasoning module was introduced to manage and coordinate
heterogeneous devices endowed with semantic descriptions. The main weakness
of the above works is in the presence of static rule sets and centralized KBs. A
really pervasive environment requires a different approach, able to deal with the
intrinsically dynamic, decentralized and unpredictable nature of AmI.

3 Proposed approach

Framework. A general-purpose framework for HBA has been proposed, sup-
porting semantic-enhanced characterization of both user requirements and ser-
vices/resources provided by devices. Following pervasive computing spirit, during
ordinary activities the user should be able to simultaneously exploit information
and functionalities provided by multiple objects deployed in her surroundings.
Each device should autonomously expose its services and should also be able to
discover functionalities and request services from other devices.

Technologies and ideas are borrowed from the Semantic Web initiative and
adapted to HBA scenarios. Semantic Web languages, such as OWL1, provide the
basic terminological infrastructure for domotic ubiquitous KBs (u-KBs) which
enable the needed information interchange. The fully exploitation of semantics
in user and device description has several benefits which include: (i) machine-
understandable annotated descriptions to improve interoperability; (ii) reason-
ing on descriptions to characterize environmental conditions (context) and to
support advanced services through semantic-based matchmaking.

The reference framework architecture, shown in Figure 1, integrates both
semantic-enabled and legacy home devices in a domotic network with an IP
backbone. Coordination among user agents and domotic agents (representing

1 OWL Web Ontology Language, version 2, W3C Recommendation 27 October 2009,
http://www.w3.org/TR/owl2-overview/
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Fig. 1. Framework Architecture

(a) Testbed (b) Device Panel

Fig. 2. Developed Testbed
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Fig. 3. Concept Covering Result

devices, rooms and areas) is facilitated by a home unit. Communication be-
tween client agents and the home system may occur through either IEEE 802.11
or Bluetooth wireless standards. The discovery framework is based on a dis-
tributed application-layer protocol. Optimized inference services [2] feature a
Decision Support System (DSS) hosted by the coordination unit. Service dis-
covery is not limited to identity matches (infrequent in real situations) but it
supports a logic-based ranking of approximated matches allowing to choose re-
sources/services best satisfying a request, also taking user preferences and con-
text into account. Such an approach allows then user to require addressed ser-
vices instead of simplistic device features. For example, the system could be able
to reply to articulated requests as the one reported in what follows: I am tired

and I have a splitting headache. For these reasons, I am very nervous and I wish

a relaxing home environment. It is a warm evening and I feel hot. By sending
a request to the home, an accurate home service selection can be performed, as
shown in Figure 3. The selected service set includes suggestions for DVD play-
back and music, following stored user preferences. A lower room temperature
and soft lighting settings are selected to improve user comfort. Finally, system
sets appropriate home safety and security settings inferred by the mobile match-
maker exploiting the axioms in the ontology. An uncovered part of the request
is also present, because there are no specific services able to match nervous user
state.
Methodology. In order to grant feasibility, the proposed framework was based
on a fully backward-compatible extension of current domotic technologies. Con-
sequently, besides review of the state of the art, the first research phase included
a careful study of the most widespread HBA standards, in order to verify the
possibility of a semantic enhancement and to select a reference protocol for sub-
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sequent work. The second step involved the design of protocol enhancements
to support the representation and exchange of semantic information, followed
by an extensive evaluation through simulation campaigns. Then the framework
has been defined in detail, including: (a) specification of an ontology for the
HBA application domain able to support the functional and non–functional re-
quirements of the project; (b) development and optimization of an embedded
matchmaking engine, providing standard and non-standard inference services
described in [2, 5]. Based on the theoretical framework, a testbed has been de-
veloped to evaluate the effectiveness of the approach and to experiment about
performance –considering several case studies, with user and device semantic
descriptions varying in number and complexity.

4 Results

KNX was selected as reference HBA standard due to its support for multiple
communication media, availability of development tools and wide industry ac-
ceptance. At protocol level, main contribution includes the definition of new
data structures and application-layer services [6] conforming KNX 2.0 specifica-
tion to store and exchange semantic metadata. Due to the reduced availability of
both device storage and protocol bandwidth in current domotic infrastructures,
the proposed enhancements envisage the use of a compression algorithm specifi-
cally targeted to document in XML-based ontological languages [11]. The mobile
semantic matchmaker in [7] has been extended with the Concept Covering infer-
ence service [5] –in addition to Concept Abduction and Concept Contraction [2]–
to support covering of a complex request through the conjunction of elementary
service units. A prototypical testbed, shown in Figure 2, was developed. It repre-
sents a small set of home environments equipped with different KNX-compliant
off-the-shelf devices. Integration of the semantic-enhanced protocol features in
an agent framework is a further step in the research. In [8], main characteristics
of the framework are highlighted and early performance evaluation is presented.
A subsequent step, under current investigation, involves the exploitation of a
semantic-based negotiation protocol seeking to maximize energy efficiency. The
agents are able to: (i) negotiate on available home and energy resources through
a user-transparent and device-driven interaction; (ii) reveal conflicting infor-
mation on energy constraints; (iii) support non-expert users in selecting home
configurations. The first results are presented in [9].

5 Conclusion and Future Work

A semantic-based pervasive computing approach has been investigated to over-
come existing limitations in HBA solutions. The integration of KR and reasoning
techniques with current standards and technologies is fundamental to improve
user comfort and building efficiency. Enhancements aim at building a distributed
knowledge-based framework.
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Beyond completing the outlined research tasks, future extensions will include a
user agent running on a mobile client, enabling rich and autonomous interactions
in a collaborative smart space.

References

1. Bonino, D., Castellina, E., Corno, F.: The DOG gateway: enabling ontology-based
intelligent domotic environments. IEEE Transactions on Consumer Electronics
54(4), 1656 –1664 (november 2008)

2. Colucci, S., Di Noia, T., Pinto, A., Ragone, A., Ruta, M., Tinelli, E.: A non-
monotonic approach to semantic matchmaking and request refinement in e-
marketplaces. International Journal of Electronic Commerce 12(2), 127–154 (2007)

3. Klein, L., young Kwak, J., Kavulya, G., Jazizadeh, F., Becerik-Gerber, B.,
Varakantham, P., Tambe, M.: Coordinating occupant behavior for building energy
and comfort management using multi-agent systems. Automation in Construction
22(0), 525 – 536 (2012)

4. Kofler, M.J., Reinisch, C., Kastner, W.: A semantic representation of energy-
related information in future smart homes. Energy and Buildings 47(0), 169 –
179 (2012)

5. Ragone, A., Di Noia, T., Di Sciascio, E., Donini, F.M., Colucci, S., Colasuonno, F.:
Fully automated web services discovery and composition through concept covering
and concept abduction. International Journal of Web Services Research (JWSR)
4(3), 85–112 (2007)

6. Ruta, M., Scioscia, F., Di Sciascio, E., Loseto, G.: A semantic-based evolution of
EIB Konnex protocol standard. In: IEEE International Conference on Mechatron-
ics (ICM 2011). pp. 773 –778 (April 2011)

7. Ruta, M., Scioscia, F., Di Sciascio, E.: Mobile semantic-based matchmaking: a
fuzzy dl approach. In: The Semantic Web: Research and Applications. Proceed-
ings of 7th Extended Semantic Web Conference (ESWC 2010). Lecture Notes in
Computer Science, vol. 6088, pp. 16–30. Springer (2010)

8. Ruta, M., Scioscia, F., Di Sciascio, E., Loseto, G.: Semantic-based Enhancement
of ISO/IEC 14543-3 EIB/KNX Standard for Building Automation. IEEE Trans-
actions on Industrial Informatics 7(4), 731–739 (2011)

9. Ruta, M., Scioscia, F., Loseto, G., Di Sciascio, E.: An Agent Framework for
Knowledge-based Homes. In: 3rd International Workshop on Agent Technologies
for Energy Systems (ATES 2012) (2012, to appear)

10. Santofimia, M., Moya, F., Villanueva, F., Villa, D., Lopez, J.: Intelligent Agents
for Automatic Service Composition in Ambient Intelligence. In: Usmani, Z. (ed.)
Web Intelligence and Intelligent Agents, pp. 411–428. InTech (2010)

11. Scioscia, F., Ruta, M.: Building a Semantic Web of Things: issues and perspec-
tives in information compression. In: Semantic Web Information Management
(SWIM’09). In Proceedings of the 3rd IEEE International Conference on Semantic
Computing (ICSC 2009). pp. 589–594. IEEE Computer Society (2009)

12. Shadbolt, N.: Ambient intelligence. Intelligent Systems, IEEE 18, 2–3 (July 2003)

22



Molecules of Knowledge: a Novel Perspective

over Knowledge Management

Stefano Mariani
Supervisor: Andrea Omicini

Alma Mater Studiorum – Università di Bologna
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Abstract. To face the challenges of knowledge-intensive environments,
we investigate a novel self-organising knowledge-oriented (SOKO) model,
called Molecules of Knowledge (MoK for short). In MoK, knowledge
atoms are generated by knowledge sources in shared spaces – compart-
ments –, self-aggregate to shape knowledge molecules, and autonomously
move toward knowledge consumers.

1 The Molecules of Knowledge Model

The Molecules of Knowledge model is a biochemically-inspired coordination
model exploiting and promoting self-organisation of knowledge. The basic moti-
vation behind MoK is the idea that knowledge should autonomously aggregate
and diffuse to reach knowledge consumers rather than “be searched”. The main
pillars of MoK are represented by the following (bio)chemical abstractions:

atoms — the smallest unit of knowledge in MoK, an atom contains information
from a source, and belongs to a compartment where it “floats”—and where
it is subject to its “laws of nature”;

molecules — the MoK units for knowledge aggregation, molecules bond to-
gether somehow-related atoms;

enzymes — emitted by MoK catalysts, enzymes influence MoK reactions, thus
affecting the dynamics of knowledge evolution within MoK compartments
to better match the catalyst’s needs;

reactions — working at a given rate, reactions are the biochemical laws regu-
lating the evolution of each MoK compartment, by ruling knowledge aggre-
gation, diffusion, and decay within compartments.

Other relevant MoK abstractions are instead in charge of important aspects
like topology, knowledge production and consumption: compartments repre-
sent the conceptual loci for all MoK entities as well as for biochemical processes
– like knowledge aggregation and diffusion –, providing MoK with the notions
of locality and neighbourhood ; sources are the origins of knowledge, which is
continuously injected in the form of MoK atoms at a certain rate within the
compartment sources belong to; catalysts stand for knowledge prosumers, emit-
ting enzymes which represent their actions which affect knowledge dynamics
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within their own compartment, especially to increase the probability of provid-
ing him/her with relevant knowledge items.

Atoms Atoms are the most primitive living pieces of knowledge within the model.
A MoK atom is produced by a knowledge source, and conveys a piece of informa-
tion spawning from the source itself. Hence, along with the content they store,
atoms should also store some contextual information to refer to the content’s
origin, and to preserve its original meaning.

As a result, a MoK atom is a triple of the form atom( src, val , attr )c where:
src identifies unambiguously the source of knowledge; val is the actual piece of
knowledge carried by the atom – any kind of content –; attr is essentially the
content’s attribute, that is, the additional information that helps understanding
it – possibly expressed according to some well-defined ontology or controlled
vocabulary –; c is the current concentration of the atom, which is essentially the
number of atoms of the kind in the compartment.

Molecules Molecules are spontaneous, stochastic, “environment-driven” aggrega-
tions of atoms, which in principle are meant to reify some semantic relationship
between atoms, thus possibly adding new knowledge to the system—for instance
self-aggregated news chunks could shape the conceptual “path” toward a novel
interesting news story. Each molecule is simply interpreted as a set of atoms,
that is, an unordered collection of somehow semantically-related atoms.

A MoK molecule has then a structure of the form molecule( Atoms )c where
c is the current concentration of the molecule, and Atoms is the collection of all
the atoms currently bonded together in the molecule.

Enzymes One of the key features of MoK is that it interprets prosumer’s knowledge-
related actions as positive feedbacks that increase the concentration of related
atoms and molecules within the prosumer’s compartment, producing the positive
feedback required to enable self-organisation of knowledge.

A MoK enzyme has then a structure of the form enzyme( Atoms )c where
every enzyme – with its own concentration c – explicitly refers to a collection of
Atoms that the catalyst’s actions have in any way pointed out as of interest for
the catalyst him/herself.

Biochemical Reactions The behaviour of a MoK system is actually determined
by the last abstraction of the model: the biochemical reaction [1].

As a knowledge-oriented model, the main issue of MoK is determining the
semantic correlation between MoK atoms. So, to define a working MoK sys-
tem, the basic mok ( atom1 , atom2 ) function should be defined, which takes
two atoms atom1 , atom2 , and returns a “matching degree”—which could be a
boolean or a double value ∈ [0, 1]. The precise definition of mok depends on the
specific application domain.

The aggregation reaction (AggR) bonds together atoms and molecules:

molecule(Atoms1) + molecule(Atoms2) 7−→
r agg

molecule(Atoms1
⋃

Atoms2) + Residual(Atoms1, Atoms2)
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where r agg is the AggR reaction rate,mok (atom1, atom2) holds for some atom1 ∈
Atoms1, atom2 ∈ Atoms2, and Residual(Atoms1,Atoms2) is the multiset of
atoms obtained as the multiset difference (Atoms1

⊎
Atoms2)\(Atoms1

⋃
Atoms2)—

that is, essentially, all the atoms of Atoms1 and Atoms2 that do not belong to the
resulting molecule. In short, more complex molecules are formed by aggregation
whenever some atoms in the reacting molecules (or in reacting atoms, handled
here as one atom molecules) are semantically correlated (via the mok function).

Positive feedback is obtained by the reinforcement reaction (ReinfR), which
consumes a single unit of enzyme to produce a unit of the relative atom/molecule:

enzyme(Atoms1) + molecule(Atoms2)c 7−→
r reinf molecule(Atoms2)c+1

where r reinf is the ReinfR reaction rate, enzyme(Atoms1) andmolecule(Atoms2)c
exist in the compartment, both with c 6= 0, and mok(atom1, atom2) holds for
some atom1 ∈ Atoms1, atom2 ∈ Atoms2

Following the biochemical metaphor, molecules should fade as time passes,
lowering their own concentration according to some well-defined decay-law. The
temporal decay reaction (DecayR) is hence defined as follows:

molecule(Atoms)c 7−→
r decay molecule(Atoms)c−1

Similarly, a biochemical-inspired knowledge management model should provide
some spatial interaction pattern. MoK adopts diffusion as its data-migration
mechanism, in which atoms and molecules can move only between neighbour

compartments, resembling membrane crossing among cells. MoK diffusion reac-

tion (DiffR) is then modelled as follows, assuming that σ identifies a biochemical
compartment, and ‖‖σ brackets molecules in a compartment σ:

‖ Molecules1
⋃

molecule1 ‖σi + ‖ Molecules2 ‖σii 7−→r diffusion

‖ Molecules1 ‖σi + ‖ Molecules2
⋃

molecule1 ‖σii

where σi and σii are neighbour compartments, r diffusion is the diffusion rate,
and molecule1 moves from σi to σii as the result of the reaction.

2 News Management: A First Case Study

While MoK is a general-purpose model for knowledge self-organisation, it can be
tailored on specialised application scenarios, by refining the notions of atom and
suitably defining the mok semantic correlation function. Since news management
provide a prominent example of a knowledge-intensive environment, we chose
news management as the first case study for MoK, introducing the MoK-News
model for self-organisation of news.

2.1 Knowledge representation for news management

IPTC1 develops and maintains technical standards for improved news manage-
ment, such as NewsML2 and NITF3.

1 http://www.iptc.org/
2 http://www.iptc.org/site/News_Exchange_Formats/NewsML-G2/
3 http://www.iptc.org/site/News_Exchange_Formats/NITF/
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The NewsML tagging language is a media-type orthogonal news sharing for-
mat standard aimed at conveying not only the core news content, but also the
data that describe the content in an abstract way, namely the metadata. In order
to ease syntactical and semantical interoperability, NewsML adopts XML as the
first implementation language for its standards and for maintaining sets of Con-
trolled Vocabularies (CVs), collectively branded as NewsCodes, to represent con-
cepts describing and categorising news objects in a consistent manner—pretty
much as domain-specific ontologies do.

The News Industry Text Format, too, adopts XML to enrich the content of
news articles, supporting the identification and description of a number of news
typical features, among which the most notable are: Who owns the copyright to
the item, who may republish it, and who it’s about; What subjects, organisa-
tions, and events it covers;When it happened, was reported, issued, and revised;
Where it was written, where the action took place, and where it may be released;
Why it is newsworthy, based on the editor’s analysis of the metadata. NewsML
in fact provides no support for any form of inline tagging to add information
to the plain text, for instance with the purpose to ease the work of a text min-
ing algorithm usable to automatically process the document. Thus, NITF and
NewsML are complementary standards, hence they perfectly combine to shape
quite a comprehensive and coherent framework to manage the whole news lifecy-
cle: comprehensive, given that one cares about news overall structure, including
metadata, whereas the other focusses on their internal meaning making it unam-
biguous; coherent, because they both exploit the same IPTC abstractions—in
fact NITF, too, uses NewsCodes.

2.2 Towards MoK-News

Since sources provide journalist with the required raw information already for-
matted according to the afore-mentioned IPTC standards, a simple-yet-effective
mapping can be drawn. In fact, MoK atoms do actually have a clear counterpart
in NewsML and NITF standards: tag. Tags – along with their “content” – can in
fact be seen as the atoms that altogether compose the “news-substance” in the
news management scenario. As a result, our MoK-coordinated news management
system would contain < newsItem > atoms, < person > atoms, < subject >

atoms, etc.—that is, virtually one kind of atom for each NewsML/NITF tag.
A MoK-News atom looks like atom( src, val , sem(tag, catalog) )c, where

src ::= news source uri

val ::= news content

attr ::= sem(tag , catalog)
tag ::= NewsML tag | NITF tag

catalog ::= NewsCode uri | ontology uri

Here, the content of an atom is mostly given by the pair < val , tag >, where
tag could be either a metadata tag drawn from NewsML or an inline descrip-
tion tag taken from NITF. The precise and unambiguous semantics of the new
content (val) can be specified thanks to the catalog information, which could be
grounded in either NewsML or NITF standards in the form of NewsCodes, or
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instead be referred to a custom ontology defined by the news worker. MoK-News
molecules, enzymes, and biochemical reactions are then both syntactically and
semantically affected by such domain-specific mapping of the MoK model.

3 Related & Future Works

To the best of our knowledge, althought the (bio-)chemical metaphor is widely
used to achieve self-organisation and self-adaptation by emergence, no MoK-
like approaches were studied that could bring self-* behaviours directly into

data. On the other hand, in the news community much attention is paid to
interoperability and semantic standardisation—but no paradigm shift has been
tried to “see” data as active entities.

Nevertheless, some MoK-similar system actually exists although with dif-
ferent aims. In [2] a general-purpose, tuple-space-based approach to knowledge
self-organisation was built exploiting a WordNet ontology to identify relation-
ships between knowledge chunks – tuples –, and drive their migration to build
clusters. In [3] a similar clustering behavior is achieved with collective sort, as-
suming that a 1 : 1 relation exists between admissible tuple templates and tuple
“sorts”—essentially making the number of clusters known a priori. The MoK
approach is different in that it pushes the above cited “similarity-based cluster-
ing” to the limit: MoK not only aggregates somehow-related knowledge chunks
in a same spot – e.g. diffusing news to interested journalists – but also tries to
physically merge units of information to create new knowledge—the molecules.

Our future efforts will be on first devoted to provide an effective implementa-
tion of the MoK model upon an existing coordination middleware enriched with
the “online biochemical simulator” behavior [4], then to test the implementa-
tion on the MoK-News application scenarios, and on other knowledge-intensive
environments as well—e.g., MoK-Research and MoK-HealthCare.
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Abstract. The research presented in this paper focuses on the adoption
of semantic models for Question Answering (QA) systems. We propose a
framework which exploits semantic technologies to analyze the question,
retrieve and rank relevant passages. It exploits: (a) Natural Language

Processing algorithms for the analysis of questions and candidate answers
both in English and Italian; (b) Information Retrieval (IR) probabilis-
tic models for retrieving candidate answers and (c) Machine Learning

methods for question classification. The data source for the answers is
an unstructured text document collection stored in search indices. The
aim of the research is to improve the system performances by introducing
semantic models in every step of the answering process.

1 Introduction

Question Answering (QA) is the task of answering users’ questions with answers
obtained from a collection of documents or from the Web.

Traditional search engines usually retrieve long lists of full-text documents
that must be checked by the user in order to find the needed information. Instead
QA systems exploit Information Retrieval (IR) and Natural Language Process-

ing (NLP) [18, 9], to find the answer, or short passages of text containing it,
to a natural language question. Open-domain QA systems search on the Web
and exploit redundancy, textual pattern extraction and matching to solve the
problem [14, 12].

QA emerged in the last decade as one of the most promising fields in Artificial

Intelligence thanks to some competitions organized during international confer-
ences [19, 16], but the first studies on the subject can be dated back to 1960s [3].
In the last years some enterprise applications, such as IBM’s Watson/DeepQA
[7], have shown the potential of the state-of-the-art techology.

This paper describes a study on the introduction of semantic models inside
a QA framework in order to improve its performances in answering users’ ques-
tions. Although Semantic Role Labelling and Word Sense Disambiguation have
been already employed in the past [18], distributional and latent models for QA
are a completely new approach to investigate for QA.

A framework for building real-time QA systems with focus on closed domains
was built for this purpose. The generality of the framework allows that also its
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application to open domains can be rather easy. It exploits NLP algorithms for
both English and Italian and integrates a question categorization component
based on Machine Learning techniques and linguistic rules written by human
experts. Text document collections used as data sources are organized in indices
for generic unstructured data storage with fast and reliable search functions
exploiting state-of-the-art IR weighting schemes.

The paper is structured as follows. Section 2 provides a generic overview
of the framework architecture, while Section 3 presents the different semantic
models. In Section 4 a preliminary evaluation of the impact of the adoption of
semantic models is provided. Final conclusions, then, close the paper.

2 Framework overview

Index 1

DocumentoDocumento
Documento

Documento
Document

Document
Document

Indexer

Indexing

Search

User question
NLP Analyzer 

Pipeline
Search Engine 

1

Risposta
Risposta

Risposta
Answer

Filter Pipeline

Index N

Document 

Base

Search Engine 
N

Fig. 1. QC1 Framework architecture overview

The architecture, shown in Figure 1, introduces some new aspects that make
it general and easier to expand, such as the adoption of different indices, parallel
search engines and different NLP and filtering pipelines, which can also run in
parallel.

The first step is a linguistic analysis of the user’s question. Question analysis
is performed by a pipeline of NLP analyzers. NLP analyzers are provided both for
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English and Italian and include a stemmer, a Part of Speech tagger, a lemmatizer,
a Named Entity Recognizer and a chunker.

This step includes also a question classifier that uses an ensemble learning ap-
proach exploiting both hand-written rules and rules inferred by machine learning
categorization techniques (Support Vector Machines are adopted), thus bring-
ing together the hand-written rules’ effectiveness and precision and the machine
learning classifier’s recall.

The question is then passed to the search engines, whose architecture is highly
parallel and distributed. Moreover, each single engine has its own query gener-
ator, because the query’s structure and syntax could change between different
engines. For this purpose two different query expansion techniques are imple-
mented: Kullback-Liebler Divergence [4] and Divergence From Randomness [1].

The filter pipeline is then responsible for the scoring and filtering of the
passages retrieved by the search engines. Finally, a ranked list of passages is
presented to the user.

3 Semantic Models

The word ”semantics” describes the study of meaning. In NLP and IR it is
used to refer to ”lexical semantics”, i.e. the meaning of words, and to ”semantic
role”, the role of a phrase in a sentence. The aim of this research is to investigate
whether semantic models can improve performances of QA systems and under
which conditions improvements are achieved. A deep cost-benefit analysis analy-
sis of semantic models will be also performed. New models will also be developed
and tested.

From the point of view of QA, semantic models can be applied to different
parts of the process.

Among the NLP Analyzers, Word Sense Disambiguation techniques should
be applied to find the explicit meaning of every word taken from a semantic
lexicon like WordNet [6]. The application of Semantic Role Labelling algorithms
is also needed to extract the role of a phrase, thus helping the identification of
the most important parts of the user’s question [18]. Word Sense Induction [13]
methods should be also applied to discriminate word meaning depending on the
use of the word inside the collection, in an implicit way.

In the query expansion step, the use of synonyms taken from explicit repos-
itories and similar words obtained from the similarity of contexts of use need
both to be investigated.

During the search step, different approaches to semantic analysis should be
applied, ranging from algebraic matrix approaches like Latent Semantic Analysis

[5], Non-negative Matrix Factorization [11] and Random Indexing [10], to explicit
representation approaches like Explicit Semantic Analysis [8]. As most of these
techniques are expensive to be applied in real time for all documents, their
adoption can be shifted to the filtering step, thus applying them only on a
reduced and pre-filtered subset of all the candidate answers. To the best of my
knowledge those semantic models have never been adopted in QA, in particular
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for candidate answer filtering and scoring. Different search models like fuzzy and
neural network based models for IR [2] will also be investigated.

In the filtering step, semantic distance and semantic correlation [15] mea-
sures can be applied to score the candidate answers, according to the adopted
representation of meaning.

4 Preliminary Evaluation

A preliminary evaluation has been conducted on the ResPubliQA 2010 Dataset

adopted int he 2010 CLEF QA Competition [16]. This dataset contains about
10700 documents about European Union Legislation and European Parliament
transcriptions, aligned in several languages including English and Italian, with
200 questions.

The adopted metric is the c@1 proposed for the competition:

c@1 =
1

N

(

nc + nn

nc

N

)

(1)

where N is the number of the questions, nc is the number of the system’s
correct answers and nn is the number of unanswered questions.

Several combinations of different parameters have been tested, but in the ta-
ble below only the best one is shown. It employs a two BM25 based searchers [17]
as search component, one using a keyword index, the other using a lemma index,
and the filters pipeline is built with keyword matching, lemma matching, exact
overlap, density and n-grams filters. The framework is named qc1.The adoption
of a Random Indexing based semantic filter improves the system performance of
0.045 for English and 0.04 for Italian, as shown in Table 1.

System Search k1 b RI c@1 score

qc1 english BM25 1.6 0.8 no 0.705

qc1+sf english BM25 1.6 0.8 yes 0.75

best CLEF2010 en 0.73

qc1 italian BM25 1.8 0.75 no 0.635

qc1+sf italian BM25 1.8 0.75 yes 0.675

best CLEF2010 it 0.63
Table 1. Preliminary evaluation

5 Conclusions

In this paper, a research proposal about the adoption of semantic models for QA
has been presented. A short overview of the adopted QA framework, alongside
with a description of the different semantic models to adopt for the research pur-
pose, has been provided Finally, a preliminary evaluation on a standard dataset,
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CLEF 2010 ResPubliQA, has been given, which shows an improvement in com-
parison to other state-of-the-art systems and demonstrates how promising the
use of semantic models is for the field of QA.
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1 Introduction

My Ph.D. Thesis relates to real-life optimization problems in the hydraulic en-
gineering field. More precisely, with the collaboration of computer scientists,
operational researchers and hydraulic engineers, I investigate and exploit poten-
tialities of various Operational Research and Artificial Intelligence techniques in
order to achieve good (and, whenever possible, optimal) solutions for those par-
ticular design issues of the urban hydraulic network that can be effectively mod-
elled as known combinatorial optimization problems. Furthermore, such design
issues often require to devise new specialized variants of the known combinatorial
optimization problems.

For example, the problem of minimizing the impact of a contamination in a
hydraulic network can be seen, under opportune assumptions, as a variant of the
well known Multiple Traveling Salesman Problem (MTSP); since the quality of
feasible solutions must be computed through a burdensome hydraulic simulation,
such optimization problem was addressed by us by means of several genetic
algorithms [6]. In particular, in [6], we proposed a novel genetic encoding for
the MTSP for which we defined new genetic crossover operators based on ad
hoc mixed integer linear programming (sub-)optimizations, obtaining a hybrid
genetic algorithm.

Another real-life combinatorial optimization problem which is a typical issue
during the design of a hydraulic network is finding the optimal positioning of
a limited number of isolation valves on the network. Up to now, we exploited
two different technologies, following two independent approaches: in the first we
modelled the above mentioned problem by means of a Bilevel (Mixed Integer)
Linear Programming [3] formalization, discussed in [13]; I presented the study
at the 3rd Student Conference on Operational Research (SCOR 2012). In the
second approach, we addressed such optimization problem by defining several
Answer Set Programming (ASP)[1, 11, 8] programs, discussed in [5]. Both the
optimization approaches compute the globally optimum placement of the valves.

In the next section I will briefly describe the problem of the isolation valve
placement on hydraulic networks and the ASP approach designed to solve it.
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2 The Isolation Valves Location Problem

Water Distributions Systems (WDSs) are strategic urban infrastructures. Their
planning is, in turn, a strategic task in terms of costs control and to assure a
fair degree of reliability. For example, during the design of a water distribution
network, one of the choices is the design of the isolation system. It is a real-life
problem for hydraulic engineers, and in recent years it has been studied through
computational methods in the hydroinformatics literature [9, 4].

A water distribution system has the main objective of providing water to
homes and facilities that require it. The water distribution network can be
thought of as a labelled indirected graph, in which the edges represent the pipes
in the network. There is at least one special node that represents the source of
water (node 1 in Figure 1), and the users’ homes are connected to the edges. For
each edge, we assume to have knowledge about the average amount of water (in
litres per second) that is drawn by the users insisting on that edge (during the
day); such value is the label associated to the edge, and it is called the users’
demand.
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Fig. 1. A water distribution network with valves

The isolation system is mainly used during repair operations: in case some
pipe is damaged, it has to be fixed or substituted. However, no repair work can
be done while the water is flowing at high pressure in the pipe: first the part
of the network containing the broken pipe should be de-watered, then workers
can fix the pipe. The de-watering is performed by closing an opportune set
of isolation valves (that make up the so-called isolation system of the water
distribution network) so that the damaged pipe is disconnected from the sources.
For example, in Figure 1, if the edge connecting nodes 2 and 3 (let us call it e2,3)
is broken, workers can close valves v2,3 and v3,6 and de-water the broken pipe.
Of course, during this pipe substitution the users that take water from edge e2,3
cannot be serviced. The usual measure of disruption is the undelivered demand:
in this case, it corresponds to the demand of the users insisting on the broken
pipe, i.e., 6l/s.

However, we are not always this lucky: in case the damaged pipe is e7,8,
workers will have to close valves v5,7 and v6,8, de-watering pipes e7,8 and e6,8,
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with a total cost of 5 + 1 = 6l/s. In fact, the minimum set of pipes that will
be de-watered is that belonging to the so-called sector of the broken pipe, i.e.,
the set of pipes encircled by a same set of valves. But there can be even worse
situations: if the broken pipe is e2,5, workers have to close valves v1,2 and v5,4,
which means disconnecting all the pipes except e1,4 and e4,5, with an undelivered
demand of 3+4+6+5+1+4+5+1 = 29l/s. Notice in particular that the edges
e2,3, e7,8 and e6,8 are disconnected in this way, although they do not belong to
the same sector as the broken pipe. This effect is called unintended isolation,
and usually means that the isolation system was poorly designed.

One common value used by hydraulic engineers [9] to measure the quality
of the isolation system is the undelivered demand in the worst case. In the
example of Figure 1, the worst case happens when the broken pipe is in the set
{e1,2, e2,5, e5,6, e5,7}, and the related suppy disruption is 29l/s, as above.

In a previous work, [2] developed a system, based on Constraint Logic Pro-
gramming [10] on Finite Domains (CLP(FD)), that finds the optimal positioning
of a given number of valves in a water distribution network. The assignments
found by [2] improved the state-of-the-art in hydraulic engineering for this prob-
lem, finding solutions with a lower (worst-case) undelivered demand than the
best solutions known in the literature of hydraulic engineering [9], obtained
through genetic algorithms.

In the current work, we address the same problem in Answer Set Program-
ming [1, 11, 8], which is a suitable technology to address combinatorial graph
problems[12], and, in particular, we have already defined two different ASP pro-
grams [5]. One program explicitly defines the sectors as clusters of (isolated)
pipes and minimizes the undelivered demand of the worst sector; instead, in the
other program, sectors are left implicit and the aim is to maximize the minimum
satisfied demand in case of pipe isolation, by considering that a pipe is isolated
if it is not reachable from any source. In the next section we show the most
important results obtained by first experiments.

3 Results

The first experiments, presented in [5], show, in general, that the developed
programs take more computation time than the CLP(FD) approach [2]. However,
we must say that the CLP(FD) model was developed by two CLP experts,
during some person-months and was trimmed for efficiency. Instead, the two
ASP formulations were mainly developed by a first-year PhD student in about
one week; this shows that ASP is very intuitive and easy to understand even
for non experts, that it is indeed very declarative. The two implemented ASP
programs consist of respectively about 20 and 25 rules, which shows that ASP
is a very interesting technology for rapid prototyping.

Experiments have been performed on a Intel based architecture with two
P8400 CPUs; as ASP solver we used the Potassco’s solver Clasp [7]. The two
programs have been optimized using a real-life instance based on the Apulian
hydraulic network [9] (Figure 2) and varying the number of available isolation
valves.
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Fig. 2. The Apulian hydraulic network

Figure 3 shows the optimization performance of the two ASP programs (the
one based on sectors and the one that, instead, does not define sectors) for
several number of available valves. In particular, the better effectiveness of the
sector-based program can be noticed.

Fig. 3. Computing times of the optimization processes of the two ASP programs

4 Future Work

In future work, we plan to improve the sector-based ASP program by defining
opportune rules in order to break the symmetries determined by the current
formalization, and we will experiment the resulting program also with other
available ASP solvers. Another appealing challenge is to compute the solution
that minimizes the undelivered demand of the worst sector as well as the undeliv-
ered demands of the other (no worst) sectors, which are not actually optimized
neither by our current MILP formalization [13] nor by the CLP(FD) one [2].
We are also interested in trying to integrate the ASP programs with a CLP
approach, to take advantage of the strengths of the two approaches. Finally, I
plan to delve into the ASP theory and techniques in order to consolidate my
competence in such Artificial Intelligence field.
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Abstract. The research proposal concerns the use of machine learning
techniques for data mining in pervasive environments. It will lead to the
formalization of a framework, able to translate series of “raw” data in
high-level knowledge. Novel machine learning approaches, interpreting
data coming from the environment that surrounds users, will be liver-
aged. Data will be collected through micro-components deployed in the
field and will be processed for the identification and characterization of
phenomena and contexts. Eventually they will be semantically annotated
to support futher application-level logic-based reasoning and knowledge
discovery.

1 Scenario

The Ubiquitous Computing paradigm, introduced by Mark Weiser [16], refers to
manifold aspects involving pervasiveness in information storage, processing and
discovery. It is aimed to a model of human-computer interaction where informa-
tion as well as computational capabilities are deeply “integrated” into everyday
objects and/or actions. In such vision, the increasing “availability” of process-
ing power would be accompanied by its decreasing “visibility”. As opposed to
classical paradigms, where a user explicitly engages a single device to perform
a specific task, exploiting ubiquitous computing features the user will interact
with many computational devices simultaneously. She will extract data from the
objects permeating the environment during ordinary activities, even not nec-
essarily being aware of what is happening. By embedding short-range mobile
transceivers into a wide array of devices and everyday objects, new kinds of in-
teractions can be enabled between people and things, as well as between things
themselves. This is the Internet of Things (IoT) vision [12]. The IoT paradigm
is based on the use of a large number of heterogeneous micro devices, each con-
veying a small amount of useful information. Several emerging technologies are
suitable to bridge the gap between physical things and the digital world. For
instance, Radio Frequency IDentification (RFID) [7] allows object identification
by means of electronic transponders (tags) attached to items. Wireless Sensor
Networks (WSNs), on the other hand, allow to monitor environmental param-
eters, supporting queries and automatic alerts triggered by application-defined
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events [9]. Both these technologies are characterized by the dissemination of
unobtrusive, inexpensive and disposable micro-devices in a given environment.

From the user’s standpoint, the goal of pervasive computing is to reduce the
amount of user effort and attention required to benefit from computing systems.
Current mobile resource discovery protocols have been directly derived from the
ones originally designed for infrastructure-based wired networks. In fact, cur-
rent technologies such as RFID, Bluetooth [2] and ZigBee [18] only allow string
matching for item identification. Nevertheless, purely syntactic match mecha-
nisms cannot support more advanced wireless applications, since they provide
only boolean yes/no outcomes. It is desirable to manage requests and service de-
scriptions with richer and unambiguous meaning, by adopting formalisms with
well-grounded semantics. Wireless communication technologies and mobile com-
puting systems are approaching sufficient maturity to overcome the above limi-
tations. In particular, an advanced mobile resource discovery facility should be
able to support non-exact matches [3] and to provide a ranked list of discovered
resources or services. This allows to satisfy a user request “to the best possible
extent” whenever fully matching resources/services are not available. To do so,
techniques for Knowledge Representation (KR) and semantic-based matchmak-
ing may be useful [6]. Hence the goal of pervasive knowledge-based systems is
to embed semantically rich and easily accessible information into the physical
world.

Nevertheless, in order to cope with pervasive computing contraints, tech-
niques for objects and phenomena characterization are strongly needed. In fact,
the context characterization is a foundamental issue in the semantic annotation
of a scenario which is mandatory for further dicovery stages.

2 Proposal

Design and impelmentation of effective pervasive computing frameworks involve
the study and testing of new technologies. Such technologies should allow to
interpret in an automatic or semi-automatic way data extracted from the ob-
jects dipped in a generic context, traslating them in knowledge useful to auto-
mate processes or support user decisions and activities. In pervasive computing
context, data often exhibit a high level complexity (different sensing/collecting
technologies, huge volumes, inter-dependency relationships between sources) and
dinamicity (real-time update and critical aging). There is the need for methods
and algorithms characterized by accuracy, precision and timeliness, also taking
into account the limits - in terms of computing resources, memory and commu-
nication - of devices.

This research proposal therefore aims to study and formalize methodologies
and tools for managing data streams; data collected from a large number of
micro-devices in specific environments, using data mining techniques, in par-
ticular machine learning algorithms. The semantic-based technologies for ele-
ment annotation combined with Machine Learning (ML) theory can lead to the
formalization of innovative frameworks for pervasive computing, able to trans-
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form field data streams in knowledge. Such knowledge will be then usable in
application-level decisional processes, to improve the human activities. In other
words, raw data will be gathered through a series of micro-components deployed
and dipped in a given environments; the collected data will be processed for the
identification and characterization of phenomena and contexts. The phenomena
and contexts so identified will be described through semantic annotations, in
order to be processed by automated logic-based reasoning algorithms.

Data Mining is the process of discovering interesting hidden knowledge by
identifying patterns from large amounts of data, where the data can be stored in
databases, data warehouses or other information repositories. ML is an Artificial
Intelligence area that provides the technical basis of Data Mining. ML manages
an abstraction process which happens taking the data and inferring whatever
structure underlies them [17], i.e., the main goal of research in machine learning
is to “learn” to automatically recognize complex patterns and to make intelligent
decisions based on data already analyzed. A peculiarity of ML is induction, the
extraction of general laws from a set of observed data. It is opposed to deduction

where, starting from the general laws, the expected value of a set of variables
is determined. Induction begins with the observation aiming at measuring a set
of variables and then make predictions for further information. This process is
named inference.

To carry out the proposed research we will proceed to identify the mainly
used methods, with reference to mobile and pervasive computing environments
to highlight both strengths and limits. We then will proceed to the definition
of innovative annotation methodologies, through the integration and adaptation
of existing technologies and/or the definition of new models, algorithms and
techniques for machine learning and data analysis. Finally we will apply research
outcomes in selected case studies under different scenarios.

3 Applications

Several approaches already exist devoted to pattern recognition to identify and
characterize phenomena, events or activities of users in pervasive environments
[1][8][11][4]. However, they have significant limitations in the characterization
phase and in the support to the discovery of information resources. They are un-
able to characterize - al least partially - situations that do not correspond exactly
to the rules established in the learning and system configuration phase. There
are few approaches in literature that support advanced reasoning for mobile de-
vices, which use inference algorithms for discovery, ranking and explanation of
retrieval results.

Pervasive computing has many potential applications, from intelligent work-
places and smart homes to healthcare, gaming, leisure systems and to public
transportation [10][13][5]. The approach and studies previously sketched could
be applied in most of them.

In Wireless Semantic Sensor and Actor Networks (WSSANs) scenarios, us-
ing semantic-based techniques at the application layer, it is possible to define

40



Wireless Semantic Sensor Networks (WSSN) able to offer more versatile services
than traditional WSN [14]. For example in a scene of danger, thanks to a set of
sensors for the detection of environmental conditions, it is possible to interpret
detected data using machine learning techiques and identify one or more events.
Recognized events can be semantically annotated and such semantic descriptions
can be employed for making inferences.

In infomobility and driving assistance context, for example, several frame-
works hare been proposed that aim to improve the capabilities of navigation
systems (see as an instance [15]). It provides an approach that could be futher
used to retrieve and deliver information to regulate vehicular traffic and to im-
prove the safety of travel. In these scenarios, the contribution of data mining
is essential to extract high-level information from a large number of low-level
parameters that can be scanned from the car (through the on-board diagnos-
tics OBD protocol - http://www.arb.ca.gov/msprog/obdprog/obdprog.htm) and
built-in micro-components of a smartphone device, to accurately characterize the
system (vehicle + driver + environment) and to improve driving safety and ef-
ficiency.

4 Conclusion

The presented research proposal refers to the extraction of knowledge from per-
vasive contexts using ML technologis and as Weiser said: “ubiquitous computers
will help overcome the problem of information overload. There is more informa-
tion available at our fingertips during a walk in the woods than in any computer
system, yet people find a walk among trees relaxing and computers frustrating.
Machines that fit the human environment instead of forcing humans to enter
theirs will make using a computer as refreshing as taking a walk in the woods”
[16].
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1 Introduction and Motivation

Recent development of information technology has significantly affected the way
how an enterprize operate. Nowadays in corporate information systems not only
process automation but also dealing with all stages of the business process life-
cycle becomes increasingly important. Relevant tasks cover not only issues to
be tackled on the design phase (e.g. process modeling, simulation, verification of
different properties of a process, etc) but also problems arising in the phases of
execution and analysis (such as process mining, monitoring, etc). All these tasks
are the central issues of Business Process Management (BPM).

In order to enable automated reasoning support for processes along their
entire lifecycle, several mathematical formalisms have been adopted to repre-
sent processes as formal models, including transition systems, process algebras
and, finally, Petri nets. However, the well-known and avowed disadvantage of
the family of these approaches, often referred to as process-centric, is that al-
though they capture the workflow of the process itself, most of them abstract
away from the semantics of data which a process might operate with. Nowa-
days such data is usually of a very complex structure due to the nature of
information to be described (e.g. logistics, sales, etc.). Therefore, dealing with
such data requires powerful tools even for static analysis. Moreover, in real life
business processes usually require data integration because data may originate
from heterogeneous sources. With respect to the importance of data integration
many process modeling methodologies do not provide appropriate conceptual
paradigms for specifying and enacting these kinds of tasks [7].

In response to such a drawback of traditional process-centric BPM tech-
niques, a data-centric business modeling has recently emerged as a methodology
in which processes are considered to be driven with the possible changes and
evolutions of business data objects, called artifacts. This approach has become
an area of growing interest, since it has been argued that considering data-
centric perspective in business modeling can lead to substantial cost savings in
the design and deployment of business processes [2].

Following the current trend of knowledge-aware business process modeling,
in our research we address a problem of merging the process-related model-
ing techniques with ontological modeling and semantic technologies in general.
The final goal would be providing a logical/formal framework which allows for

43



modeling of business processes tightly coupled with the manipulated dynamic
data, as well as for reasoning about and verification of different logical proper-
ties of such system. Such synthesis of models incorporating both a static and
dynamic perspective, if exists, will require a very challenging task on defining
algorithms for reasoning tasks, e.g. model checking, since in general that might
lead to infinite-state models. Hence, not only new model checking algorithms
have to be invented, but also decidable fragments of this combination should be
investigated, mediating between relevance in practice and tractability [4].

2 The context of the research

The problems that are to be tackled along the research line can be considered
relevant and useful in the context of the ACSI project [2], which is devoted to
investigation on how the artifact-based approach may be used to optimize the
business process management in the enterprize. The paradigm adopted there
is presented in Figure 1 and consists of three layers: realization, artifact and
semantics. The planned PhD research shares this paradigms and is supposed
to focus on the semantic layer, i.e. to investigate the integration between the
knowledge base describing the semantics of the data (ontologies) and high-level
description of the business processes.

Fig. 1. ACSI Artifact Paradigm [2]

3 Current work

The recently introduced Guard-State-Milestone (GSM) artifact modeling lan-
guage [6] provides means for specifying business artifacts lifecycles in a declar-
ative manner, using intuitively natural constructs that correspond closely to
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how business-level stakeholders think about their business. The corresponding
constructs are:

– Information model for modeling relevant data domain.
– Milestones, which naturally correspond to business operational objectives

and are achieved based on triggering events and/or conditions over the in-
formation model.

– Stages, which correspond to clusters of activities intended to achieve mile-
stones and which can have a hierarchical structure.

– Guards, which control when a stage can be activated.

As an example, let’s consider a process Func which is as simple as calculating a
square root of a sum

√
a+ b, given that a 6= b and a+ b ≥ 0. The GSM concrete

model of such process is represented on the Figure 2.

Fig. 2. GSM model of
√

a+ b

Both milestones and guards are controlled in a declarative manner and corre-
sponding definitions will have the following form:

g̃1 : on x.Funccall(a, b) if a 6= b g̃2 : on + x.m1

m̃1 : on x.Sumreturn(c) if c ≥ 0 m̃2 : if c < 0

m̃3 : on x.Sqreturn(d)

Despite having a formally specified operational semantics for GSMmodels [3],
the verification of different properties of such models (e.g. existence of complete
execution, safety properties) is still an open problem. In order to solve this
problem, one should define a particular formalism that captures the intended
operational semantics of the business artifacts and provides mechanisms to solve
different verification tasks.

One of the most promising candidates for such a formalism is a data-centric
dynamic system (DCDS) together with its general verification framework pre-
sented in [5]. A DCDS is a pair S = 〈D,P〉, where D is a data layer and P is a
process layer over the former.

The data layer D models the relevant database schema together with its set
of integrity constraints, while the process layer P is a tuple P = 〈F ,A, ̺〉, where
– F is a finite set of functions representing interfaces to external services.
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– A is a set of actions of the specific form:

α(p1, ..., pn) : {e1, ..., em}, where p1, ..., pn are input parameters of an action

and ei = q+i ∧Q−i  Ei are effects of an action of a particular form.

– ̺ is a process which is a finite set of condition-action rules of the form
Q 7→ α, where α is an action and Q is a FO query over R.

The decidability problem in the context of data-centric dynamic systems is
one of the main challenges being investigated at the moment. However, unlike
GSM, which has emerged to satisfy practical needs, DCDS benefits from having
purely formal foundations, which provide instruments to approach and solve the
challenge. Several decidability results have been obtained by Calvanese et. al [1]
during their ongoing research. Therefore, it becomes of a particular interest to
investigate the possibility to transfer these decidability results on GSM models.

Having a formal definition of an artifact and its lifecycle as a GSM concrete
model, we aim to define a mapping which maps the artifact’s relational schema
into the data layer of DCDS and the set of ECA-like rules describing its behavior
into the set of condition-action rules of the process layer of DCDS, where service
calls are modeled by a finite set of functions F .

Along the process of constructing the mapping we need to insure that the
resulting DCDS model mimics the operational semantics of the initial GSM
model. In particular, one would want to preserve the semantics of so-called B-
Steps, which focus on what happens to a snapshot (i.e., description of all relevant
aspects of a GSM system at a given moment of time) when a single incoming
event is incorporated into it. In order to capture the semantics of B-Steps, we
construct a so-called conditional dependency graph, which is then used to enforce
the shape of the resulting condition-action rules in such a way that the final
DCDS formalization may be, in fact, considered as an execution engine for the
initial GSM model.

For example, assume a stage sj and some guard gej = on ξ(x) if φ(x) which
opens the stage. Then activating the stage by validating gej can be modeled by
the following condition-action rule:

∃a, s,m Ratt(x, a, s,m) ∧ sj = false ∧RBlocked(x, false) 7→
αActivate
M,sj

(idR, a
′

1, ..., a
′

m) : {
Ratt(idR, a, s,m) Ratt(idR, a, s,m)[sj/true, a1/f

M(1), ..., ak/f
M (k)]

Ratt(idR, a, s,m) RM (idR, f
M (1), ..., fM (k))

Ratt(idR, a, s,m) RBlock(idR, true)

Ratt(x, a, s,m) RStateChanged
sj

(x, true)}

4 Future work and concluding remarks

The results of the ongoing research are at the moment considered to be prelim-
inary and subject to further investigation. In particular, one of the main future
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tasks is verifying that the introduced translation from GSM model specification
into DCDS specification is consistent with respect to a certain family of the pro-
cess properties. This is going to be done by attempting to define a bisimulation
relation between two transition systems, inferred by the semantics of GSM and
DCDS respectively. Another task is devoted to investigating the possibility to
transfer the existing decidability results for DCDS [1] to GSM and to determine
expressivity restrictions corresponding to those defined for DCDS.

Other future tasks in the context of the ACSI project include: a) determining
the use cases for the semantic layer in the ACSI Artifact paradigm, which tasks
can be (or should be) dealt with on this layer; b) attempting to define a ”semantic
concrete model” which would be an ”implementation” of a semantic layer of the
ACSI Artifact Abstract Model, or more specifically, how to complement a GSM
Concrete Model with some notion representing the semantic layer.

References

1. Bagheri-Hariri, B., Calvanese, D., De Giacomo, G., Deutsch, A., Montali, M.: Veri-
fication of relational data-centric dynamic systems with external services (2011), to
appear

2. Calvanese, D., De Giacomo, G., Lembo, D.: The core ACSI artifact paradigm:
artifact-layer and realization-layer. Public deliverable, The ACSI Project (FP7-ICT-
2009-5-Objective 1.2, grant agreement 257593) (2011)
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