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Abstract. This poster and accompanying demo shows how Semantic Web and 
Linked Data technologies are incorporated into an Augmented Reality platform 
in the SmartReality project and form the basis for enhanced Augmented Reality 
mobile applications in which information and content in the user’s surroundings 
can be presented in a  more meaningful and useful manner.  We describe how 
things of interest are described semantically and linked into the Linked Open 
Data cloud. Relevant metadata about things is collected and processed in order 
to identify and retrieve related content and services on the Web. Finally, the us-
er sees this information intuitively in their Smart Reality view of the reality 
around them.  
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1 Introduction 

SmartReality is a project which began in October 2010 as a nationally funded project 
in Austria. The participating partners are STI International, Technical University of 
Graz, Seekda GmbH and play.fm GmbH. Together they represent expertise and inno-
vation in Augmented Reality (AR), semantic technology, Web services and online 
media. In the context of the project, they explore how people may be able to access 
relevant information, content and media about things of interest in their vicinity via 
AR. The AR is enhanced dynamically by the Web of data and the Web of services. 
This enhancement is made possible by a SmartReality platform which mediates be-
tween the client device and the Web-based data and services, focused on using avail-
able metadata to select the most appropriate content and services for display to the 
user. This poster and accompanying demonstrator will present the first results and 
prototypes of the project. We will explore and demonstrate how semantic technology 
and Linked Data can be integrated with AR in order to make a user’s reality “smart-
er”, based on a scenario with street club posters.  
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3.2 Server 

The server is developed as a set of components which interchange messages to realize 
the SmartReality functionality expressed in the above workflow (Fig. 2). The platform 
has been developed in Ruby on Rails and exposes a RESTful API to clients. The re-
positories and APIs used by the components to retrieve data into the workflow are 
separated from the code of the core components so that different storage and remote 
API solutions (including cloud) could be used as required. After parsing the TOI’s 
metadata (the TOI being identified via the Kooaba identifier which is included in its 
description in the repository), it provides an initial response to the client which identi-
fies the TOI’s regions of interest for display in the AR view (see below, Fig. 4 left). 
Two further functional steps are realized on the server to provide the content bundle 
for the enrichment of the TOI’s regions of interest in the AR view with links to con-
tent: 

• Linked Data consumption. The (Linked Data) concepts used to annotate the 
TOI’s regions and extracted from the TOI’s metadata are crawled and further, related 
concepts extracted as defined in a set of Linked Data crawling rules. The rule syntax 
makes use of LDPath2. As a result, a local repository of relevant structured metadata 
about the concepts of interest in the TOI has been created. We use mainly play.fm 
Linked Data3 in the current demo, while the approach is vocabulary-independent, i.e. 
any Linked Data could be used in the annotation and supported in this step. For the 
Linked Data step, we make use of the Linked Media Framework (LMF4), which pro-
vides on top of a RDF repository the means to directly cache Linked Data resources 
and synchronize their metadata with the description on the Web. This means for a 
new annotation the LMF will automatically use the locally cached resource metadata 
in available rather than repeatedly retrieve it from the Web which can lead to latency 
in the platform response.  

• Service selection and execution for content retrieval. Based on this local metada-
ta, a service description repository is queried. Services or APIs are described in terms 
of their conceptual inputs and outputs so that, for the given class of a concept in the 
annotation, appropriate services can be found to provide content for the enrichments 
of the TOI in the AR view. In the current demo, we use an API provided by play.fm 
to access audio streams of recordings by artists as well as an API provided by Seekda 
to link an event to a booking interface for nearby hotels with rooms available on the 
night of the event. Service execution will require querying the concept descriptions to 
extract the necessary input values – e.g. for the hotel booking interface, the service 
API needs the event’s data and its location’s longitude and latitude to be passed in the 
input request. Likewise, the service response needs to be parsed to return to the Smar-
tReality platform the content inks which can be used to enrich the TOI with respect to 
the original concept. For this, we use the concept of “lowering” and “lifting” in the 
Linked Services approach [4] where the semantic concept is ‘lowered’ to datatype 
values for the input request to the service, and the datatype values from the service 
                                                           
2 http://code.google.com/p/ldpath/wiki/PathLanguage 
3  http://data.play.fm 
4 http://code.google.com/p/lmf/ 

SmartReality: Integrating the Web into Augmented Reality

52



output re
Maps of t

The “l
JSON.  

3.3 Cl

We built
Augment
tered on 
smartpho
initializat
Augment
now poin
right). Th
object in 

The Sm
ent on An
selves. 

 

Fig. 4. Sm
are indicat

the artis
booking a
user is at

 

               
5 http://ww

sponse are ‘li
the place).  
lifted” respon

lient 

t a client app
ted Reality in

the physica
one on the phy
tion, segment
ted Reality int
nt towards ind
he rendering o
3D space is b
martReality d
ndroid smartp

martReality vie
ted. Middle: on
st Fabio Almeri
a hotel room for
t a hotel room b

                     
ww.opensceneg

ifted’ to new s

nses are collec

plication proto
nterface visual
al object via 
ysical thing of 
ts containing 
terface on the

dividual segme
of content that
ased on Open

demo will use 
phones to give

    
w in the client. 

n pressing a con
ia is associated 
r after his next 
booking screen 

ev

                      
raph.org 

semantic conc

cted and sent 

otype for An
lizing relevan

Natural Fea
f interest to ini
relevant info

e physical obj
ents and obta
t is spatially re
nSceneGraph5

two real club
e visitors the e

 Left: poster is 
ntent region, the

with an audio 
concert from S
(date and locat

vent’s descriptio

 

cepts (e.g. fro

as a content 

ndroid smartp
nt information
ature Trackin
itialize a TOI 

ormation are h
ject (Fig.4 be

ain detailed in
egistered to se
.  
b event poster
experience of 

recognized and
e available cont
stream from pla
eekda. Right: fo
tion is not input
on) 

m a Place to 

bundle to the

hones. It lev
n that is spatia
ng. A user p

query. After s
highlighted th
low left). The
formation (Fi
egments on th

rs with the ins
SmartReality 

  
d the regions wi
ent items are sh
ay.fm and a web
following the we
t, as it is known

images of 

e client in 

verages an 
ally regis-
points her 
successful 
hrough an 
e user can 
ig.4 below 

he physical 

stalled cli-
y for them-

 
ith content 
hown. Here 
b link to 
eb link the 

n from the 

SmartReality: Integrating the Web into Augmented Reality

53



4 Future Work 

The SmartReality project has focused on a proof of concept with club event posters 
and enrichment via LOD from mainly the play.fm database. The infrastructure devel-
oped has been deliberately designed to separate distinct data and content sources from 
the workflow which realizes a SmartReality experience, i.e. the use of other objects as 
“Things of Interest”, the annotation with other LOD sources, or the linkage to content 
from other providers for display in the AR view, should be feasible as a configuration 
issue and not require any changes to the SmartReality platform or client.  
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