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Abstract. In the past few years, the use of ontologies for creating more intelli-
gent and effective application has increased considerably. This growth is due to
the fact that ontologies attempt to provide semantics to the data consumed by
machines, so that they can reason about these data. However, the development
of applications based on ontologies is still difficult and time-consuming, because
the existing tools lack to provide a simple and unified environment for the de-
velopers. Most of these tools only provide data manipulation using RDF triples,
complicating the development of applications that need to work with the object
orientation paradigm. Furthermore, tools which provide instances manipulation
via object orientation do not support features such as manipulating ontologies,
reasoning over rules or querying data with SPARQL. In this context, this work
proposes a tool for supporting the efficient development of ontologies-based ap-
plications through the integration of existing technologies and techniques. In
order to evaluate the benefits of this tool, a controlled experiment with eight de-
velopers (unfamiliar with ontologies) was performed comparing the proposed
tool with another one used by the community.

1. Introduction
Recently, ontologies had obtained quite attention in the computer scientific community.
The term, which has origins in philosophy, becomes a useful word in computer science for
a new approach of knowledge representation about real-world entities. For this, ontologies
offer a shared understanding of a particular domain and a formalization which allows its
data to be interpretable by machines[Hepp et al. 2007].

As a result, ontologies are not only applied as basis for the so called Se-
mantic Web, but in other areas of computing research and industry. For ex-
ample, e-commerce applications use ontologies for parametric searches and
heterogeneous systems integration[Das et al. 2002]. Another industry seg-
ment is the media systems that has used this approach to do real-time data
inference, delivering up-to-date content for its users[Kiryakov et al. 2010].
In addition, several other fields are using ontologies such as medicine
[Bard and Rhee 2004], computer mobile [Cheyer and Gruber 2010] and adaptative
education [Bittencourt et al. 2009][Bittencourt et al. 2006][Bittencourt and Costa 2011].

This dissemination is a consequence of the growing number of tools and software
libraries that allow the development of semantic applications. Currently, more than 170
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tools are listed at the semanticweb.org, and this number tends to increase. Despite the high
number of tools, not all of them aim to support the development of applications for the
Semantic Web. On the other hand, the tools that offer this type of support do not provide
it through a simple and unified environment, that is, they fail to offer common functional-
ities when developing applications based on ontologies, such as managing and querying
ontologies, reasoning over rules, manipulating instances via object oriented paradigm (in
contrast to the manipulation of instances via triple RDF - Resource Description Frame-
work), among others.

In this context, this paper proposes a tool that provides simplified development of
ontologies through the object oriented model. Moreover, the tool provides an integration
of existing technologies and techniques to create a unified environment for developers of
applications based on ontologies. This tool provides services such as operations on on-
tologies, manipulating instances, SPARQL1 (Simple Protocol and RDF Query Language)
queries, data inference over SWRL2 (Semantic Web Rule Language) rules, and so on. This
paper is organized as follows. In Section 2, the characteristics of each type of ontology
programming are outlined. In Section 3, the proposed tool is described. The performed
experiment, evaluating the proposed work is presented in Section 4. Section 5 presents
some conclusions and future works.

2. Ontology Programming
During the development of a semantic-based application, the manipulation of instances
is one of the steps in the process of development. For this step, there are currently two
main approaches used by the ontology management systems: RDF triples and object
oriented development. In the next subsections, the main distinctions and benefits of the
aforementioned approaches are detailed.

2.1. RDF Triples Development

Most current APIs (Application Programming Interface) are still working with the devel-
opment based on RDF triples (subject, predicate and object). Thus, application developers
should be aware of how the ontology works in RDF layer, in order to manipulate the data
through each triple in application code.

When the developer desires to add a resource (subject) in the ontology with several
properties inherent to it, several lines of code representing each triple of the resource
will be necessary. Each triple captures a single value of each property. Similarly, if the
application removes this resource, several triples should be removed.

For example, to create an instance alice of the entity Person with the datatype
property name “Alice” using the Sesame API, which works with the development based
on RDF triples, several lines of code are needed. Figure 1 shows how to add this resource
in the Sesame repository.

1SPARQL Query Language for RDF is W3C recommendation since January 2008 - http://www.
w3.org/TR/rdf-sparql-query/

2More information at: http://www.w3.org/Submission/SWRL/
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Figure 1. Code example from Sesame API

2.2. Object Oriented Development

Instead of RDF triples, object-oriented applications manipulate data at object level and
their attributes. Such objects are characterized by a set of attributes and values. In this
sense, a tool is necessary to “mapp” the operations on objects to the RDF triples infras-
tructure that works underneath. Some tools were created to provide such paradigm for
handling instances in ontologies.

As a result, developers do not need to have a deep knowledge of the ontology
representation language. An object in the code represents an instance in the ontology,
their attributes are mapped to the properties of the instances and RDF classes become
Classes in the programming language. Therefore, to add a resource in the ontology, the
developer just need to add the object, facilitating, in this way, the development of such
applications.

Comparing to Sesame example, Figure 2 shows the same resource added in the
Sesame repository, but now using Alibaba API, which allows the development based on
the object-oriented paradigm.

Figure 2. Code example from Alibaba API
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3. Proposed Tool
Currently, there are several tools which manipulate ontology through the paradigm of
object orientation (e.g. Jastor [Szekely and Betz 2009] and Elmo [Mika 2007]) instead of
RDF triples. However, these tools provide only the manipulation of instances, which is
only one step of the ontology-based development process. Therefore, when working with
these tools, developers need to search other libraries to build semantic applications with
usual features (e.g. query ontologies, handling instances, perform rules, etc.). To alleviate
this lack of appropriate development tools to build and maintain semantic applications,
this paper proposes a tool (more specifically a Java software library) that integrates several
features that facilitate the development based on ontologies.

The system requirements of the proposed tool are:

• Repositories Handling: The first service needed for ontology-based development
that the tool provides is the remote management of Sesame repositories. This
management is composed of creation and delete of repositories in a Sesame server;

• Persistence of ontologies: The tool also provides, for the user, ontologies per-
sistence service in repositories. OWL or RDF files can be added to a repository,
which stores all data in binary files. Besides adding ontologies, this service allows
the delete and retrieve of a given ontology from repositories;

• Handling Instances: The main service provided by the tool is the manipulation
of ontology instances present in a repository. Note that this manipulation is done
through the paradigm of object orientation. This service is composed of the meth-
ods for creating, retrieving and removing instances of a repository;

• Generation of Java code: To improve the instances manipulation following the
paradigm of object orientation, the automatic generation of Java code from on-
tologies is required. This feature allows developers to “map” ontologies in Java
code, creating classes that represent entities and concepts in these ontologies. As
a final result of this feature, a Java library is created,

• SPARQL queries: When developing any application, it is very common to query
the data stored by it. It is not different when the application is based on ontologies,
where developers need a service that can query RDF graphs. The proposed tool
provides a service which offers queries on ontologies based on SPARQL language;

• Backup Repository: Developers often need, for some industry applications, to
keep backups of a repository. This feature allows the creation of backup files,
recovering these files into an empty repository and the copy between different
repositories;

• Verification and Validation of Ontology: A service that allows consistency
checking of an ontology. In other words, this feature verifies that an ontology
does not contain contradictions, i.e., if there is only one interpretation of the con-
cepts in the ontology;

• Reasoning over Rules: This service allows the performing of SWRL rules present
in the repository, creating new information through the reasoning over them.

3.1. System Architecture
The system architecture is based on the layers pattern [Buschmann et al. 2007], Figure
3, where each layer uses only the services of the layer below. The architecture will be
detailed using a bottom-up approach, starting with the layer OWLIM. OWLIM is a set
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of semantic repositories of high performance and scalability[Kiryakov et al. 2005]. The
proposed tool offers the repository creation with default configuration as OWLIM Lite
version. The OWLIM was used along with the Sesame server, so that these repositories
can be accessed remotely. The integration between Sesame and OWLIM is done by the
OWLIM tool, which implements an extension of the Sesame Repository API.

Figure 3. System Architecture

To access a repository in Sesame server, it is necessary to use the Sesame
Repository API, which behaves in this case as a client in a client-server architecture
[Buschmann et al. 2007]. This API communicates via HTTP (Hypertext Transfer Pro-
tocol) with Sesame server. In this layer are the methods required to connect to the reposi-
tory and data manipulation through RDF triples. Above this layer, there are four modules:
operations on ontologies, reasoning module, operations on repositories, and the KAO pat-
tern. The layer “operations in ontologies” is composed of functionalities performed on
ontologies (ontology itself, not the instances). Among these features are: the insertion
and delete of an ontology, generate Java code from one or more OWL files and ontology
validation.

On the other hand the layer of “operations in repositories” brings together rele-
vant services for manipulating Sesame repositories. This module allows the developer
to operate in remote repositories, such operations can be: the creation or removal of a
repository, clear a repository (delete all data present on it) and create backup copies of a
given repository.
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The next layer to be detailed is the “reasoning module”. This module has the
goal to infer new data in a repository by executing SWRL rules present on it. Once you
run this module, it will look if there are rules in the repository, if any, it will check for
new data to be inferred from the execution of those discovered rules. See on Figure 1
that these last three discussed layers are under the “repository facade” layer, which is
designed to provide a unified access to these three modules through the Facade design
pattern [Gamma et al. 2004].

Last but not least, comes the layer called “Knowledge Access Object” (KAO),
which is a persistent pattern similar to the Data Access Object (DAO), with the difference
that the KAO not only works with data, but works with information from the ontolo-
gies. The KAO pattern aims to provide an abstraction of the persistence mechanism used,
providing some specific operations (such as creation, retrieval and removal of instances,
among others) without exposing details about connections to the repository. Thus, this
pattern can isolate the persistence layer of the business layer. In the next section, this
pattern will be illustrated.

3.2. KAO Pattern

The module has an abstract class called AbstractKAO responsible for all the abstraction of
the KAO pattern. It provides operations for manipulating instances (create, remove, and
retrieve) and performing queries. The query methods of the abstract class are protected,
that is, only a class that extends AbstractKAO can use these methods. This is intentional,
so that the KAO pattern works properly.

Exemplifying the KAO pattern from the user’s perspective (Figure 4), who wants
to manipulate instances in a given ontology A. This user must create a concrete class
(called OntologyAKAO) that extends AsbtractKAO. This class has concrete methods of
creation, retrieval and removal of instances inherits from the abstract class. If the user
wants to make a query, he performs the query inside the class OntologyAKAO, isolating
thereby the persistence layer of the other application layers.

Figure 4. KAO Persistence Pattern
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4. Experiment
This section proposes an experiment which analyzes the proposed tool, provides a quan-
titative and qualitative evaluation. Moreover, the experiment does a comparison be-
tween our tool and a tool available in the literature. This comparison aims to verify if
the obtained results satisfy the initial proposal, in order words, if the proposed tool in-
creases the efficiency of the programmer development. The experiment was based on
[Wohlin et al. 2000] and it has four steps: definition, planning, running and analysis.

4.1. Definition

The first step is determinate the problem which will be analyzed. For this work, the goal
is to evaluate the differences on the programmer development. This work does a compar-
ative analysis between the cost to implement a semantic application using the proposed
tool and the cost to implement the same application using another tool named Jastor. The
experiment occurred at university context and it was done in January 2012. The experi-
ment had eight participants and it focused on the comparison between the proposed tool
and the Jastor tool.

4.2. Planning

After the definition of scenario, the next step is planning. Thus, the planning was divided
into three main activities: i) creation of control groups; ii) specification of application
which will be developed; and iii) specification of the evaluation metrics. The experiment
also evaluates the proposed tool and the Jastor tool together with Jena. The choice of
these tools is due to two reasons. The first one is that Jena is one of the most popular APIs
for manipulating ontologies in Java. The second reason is the tool Jastor is the main tool
which works with ontologies in object level with Jena. Therefore, there was this need to
integrate the two tools (Jastor and Jena) for this experiment.

The first activity of planning step is the creation of control groups. This experi-
ment had eight undergraduate students of Computer Science and Computer Engineering
courses. Several lessons were taught in order to equate the knowledge of participants,
thus increasing the experiment control. The lessons were about: i) object-oriented pro-
gramming and Java language; ii) ontologies modeling using the Protégé environment; iii)
queries on ontologies using SPARQL language; and iv) inference on ontologies using
SWRL. None of the participants built any ontology-based application before the experi-
ment.

The experiment environment was divided into four control groups, where each
group had a pair of students. The first group was named F5 and its pair used machines
with Intel Core i5 CPU processor and 4GB of RAM. The second group was named F3
and its pair used machines with an Intel Core i3 CPU processor and 4GB of RAM. The F5
and F3 groups used the proposed tool. On the other hand, J5 and J3 groups used the tools
Jastor/Jena and their machines were the same of F5 and F3, respectively. All machines
in the experiment performed the operating system Windows 7 Professional 64-bits. The
Table 1 summarizes the experiment environment.

After the groups creation, the second activity is the specification of the application
which will be developed by the participants. During the experiment, each group will
develop the same ontology-based application using its allocated tool. This application
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Group Machine Allocated Tool
F5 Intel Core i5 CPU processor and 4GB of RAM Proposed Tool
F3 Intel Core i3 CPU processor and 4GB of RAM Proposed Tool
J5 Intel Core i5 CPU processor and 4GB of RAM Jastor/Jena Tool
J3 Intel Core i3 CPU processor and 4GB of RAM Jastor/Jena Tool

Table 1. The Experiment Environment

uses an adaptation of the Family.swrl.owl3 ontology. This ontology is included in Protégé
ontology libraries and it aims to demonstrate the use of SWRL rules in ontology about
family relationships. The same Java project will be given to all groups and it contains
the main method (Main) with features not implemented. The groups goal is run the Main
method. Therefore, the groups must implement the necessary infrastructure using the
allocated tool. The Main method has common steps in the development of ontology-based
applications, such as: i) add the ontology in repository/database; ii)manipulate instances
of ontology; iii)run the SWRL rules; and iv) do SPARQL queries.

The last activity of the planning of the experiment is the specification of the evalu-
ation metrics. As aforementioned, the experiment focuses on the developing efficiency of
the participants. Therefore, some quantitative metrics were defined, such as: i) develop-
ment time, measured in hours; ii) number of lines of implemented code, in this case were
not counted: the Main lines, the commented lines and the blank lines; iii) performance,
measured in milliseconds, iv) memory usage, measured in Megabytes; and v) number of
errors encountered during development, these errors are Java exceptions that were thrown
when a method of the tools was run incorrectly.

In order to have a subjective evaluation about the proposed tool, a questionnaire
was elaborated which has questions about the experience of each developer after the end
of the experiment. The quantitative and subjective results will be used in the comparison
between the tools. The questions are:

1. What did you think about the tool documentation?
2. What did you think about the tool setup?
3. What was the complexity level in the addition of ontology on repository?
4. What was the complexity level in the manipulation of instances?
5. What was the complexity level in the running of the SWRL rules?
6. What was the complexity level in the running SPARQL queries?
7. What did you think that overall the tool?

4.3. Running
The experiment started on January 23th, 2012 and it finished on January 26th, 2012. On
the first morning, the experiment was introduced to the participants. At this moment,
a general explanation was presented about the experiment and this moment was the first
contact between experiment and participants. After the explanation, the pairs were formed
and the tools were allocated to each pair (see Table 4.2). Furthermore, the links4 were

3Available at: http://protege.cim3.net/file/pub/ontologies/family.swrl.
owl/family.swrl.owl

4Jastor and Jena documentation: http://jastor.sourceforge.net/ and
http://jena.sourceforge.net/documentation.html. Proposed tool documentation:
http://jointnees.sourceforge.net/tutorial.html
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provided which present the documentation of the tools.

The first data were collected during the experiment. Each pair reported the de-
velopment time and number of errors encountered. When some team can run the Main
method without errors, their code is evaluated. After evaluation, the number of imple-
mented code lines was collected. This count was done manually. On the other hand, the
JConsole5 tool was used to collect the data related to performance and memory usage.

4.4. Analysis of Results

For providing more valuable information about the two target tools, the Table 2 presents
the data related to quantitative metrics.

Group Development Time Code lines Performance Memory Usage Number of Erros
F5 7 h 72 lines 2584 ms 15,4 MB 3 errors
F3 6 h 81 lines 3757 ms 16,2 MB 1 error
J5 15 h 89 lines 4070 ms 61,5 MB 11 errors
J3 18 h 84 lines 4144 ms 52,2 MB 5 errors

Table 2. The Quantitative Data of the Experiment

Regarding the development time, the proposed tool showed a lower time than the
tool Jastor/Jena. On the one hand, the F3 pair finished the experiment in 6 hours and the
F5 pair in 7 hours. On the other hand, the J3 pair finished in 18 hours and J5 in 15 hours.
The development time is one of the most important factors to evaluate the efficiency on
development of ontology-based application. Thus, the proposed tool helps the developers
in this issue.

The third column (Table 2) presents the number of code lines for each team. Al-
though, the difference between the pairs was very close when writing code, the proposed
tool presented to be considerably more optimized in this issue. This is due to the high
level of abstraction which the proposed tool provides.

Then, two factors (performance and memory) are analyzed. Although, these fac-
tors are not directly related to efficiency in development, they are very important in the
performance of the built application. The performance and the memory usage are mea-
sured when the Main is running. The performance of the proposed tool was better when
we comparing the teams F3 and J5. In other words, the proposed tool had shown the
higher performance using a lower machine. The best performance was the F5 team (2.5
seconds) and the worst was J3 team (4.1 seconds). Related to the memory usage, the pro-
posed tool was better because the pairs who used it obtained a significantly smaller cost
than the other two pairs. The number of errors metric can be considered the best issue of
this work, because the groups who used the proposed tool found four times less number
of errors than the others, who used Jastor/Jena.

The Table 3 presents the results of qualitative evaluation. The participants gave a
standard note on each question where 1 is the lowest and 5 is the highest. Depending on
the question, 1 means terrible and 5 means great. The results show that the proposed tool
surpasses the Jastor/Jena tools and they are a reflection of the quantitative results.

5Available at: http://openjdk.java.net/tools/svc/jconsole/
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Tool Note 1 Note 2 Note 3 Note 4 Note 5

Question 1 Proposed Tool 0 0 0 4 0
Jastor/Jena 0 1 2 1 0

Question 2 Proposed Tool 0 0 0 2 2
Jastor/Jena 0 1 2 1 0

Question 3 Proposed Tool 0 0 0 0 4
Jastor/Jena 1 2 1 0 0

Question 4 Proposed Tool 0 0 0 3 1
Jastor/Jena 0 0 3 1 0

Question 5 Proposed Tool 0 0 4 0 0
Jastor/Jena 1 2 0 1 0

Question 6 Proposed Tool 0 0 0 2 2
Jastor/Jena 0 0 0 2 2

Question 7 Proposed Tool 0 0 0 2 2
Jastor/Jena 0 1 1 2 0

Table 3. The Quantitative Data of the Experiment

5. Conclusions and Future Works
This paper aimed to propose a tool to unify several features (manipulate instances, oper-
ations on ontologies and repositories, SPARQL query support and inference over SWRL
rules) necessary for the development of applications based on ontologies. The tool was
presented through its architecture and services description.

As a result, an experiment was conducted to evaluate the tool, focusing on the
efficiency of the programmer development. The experiment compared the proposed tool
with the tools Jastor and Jena, and both the objective analysis (development time, lines of
code, performance, memory and number of errors) and the subjective analysis (through
forms) showed better results for the proposed work. Furthermore, although not yet pre-
sented in the literature, versions of the proposed tool were used in some works already
published, such as [da Silva et al. 2011], [Ferreira et al. 2011], [Holanda et al. 2012] and
[Ataide et al. 2011].

However, there are some issues in this work that still need to be addressed. The
conducted experiment should be extended to other tools, such OWL2Java and Protege-
OWLAPI and with a greater number of developers. The SWRL algorithm must be im-
proved aiming a better performance and further features can be added to the presented
tool.
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