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Abstract. Many types of data collections processed by time series ana-
lysis often contain repeating similar episodes (patterns). If these patterns
are recognized, then they may be used for instance in data compression,
for prediction or for indexing large collections. Extraction of these pat-
terns from data collections with components generated in equidistant
time and in finite number of levels is now a trivial task. The problem
arises for data collections that are a subject to different types of distor-
tions in all axes. In this type of collections, the found similar episodes do
not have to be exactly the same; they can differ in time, shape or am-
plitude. In these cases, it is necessary to pick the suitable one from each
group of similar episodes and to declare it as a representative member
of the whole group. This paper discusses the possibilities of using the
Dynamic Time Warping (DTW) method for deriving the representative
member of a group of similar episodes that are subjects to the previously
mentioned distortions. The paper is also focused on providing a suitable
mechanism for more effective searching of distorted time series.
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1 Introduction

Time series analysis covers methods for analysis of time series data with a focus
on extraction of various types of information like statistics and other charac-
teristics of the data. During time series processing, it is common that a time
series is divided into a large amount of smaller parts named episodes, which
are interconnected or partially overlapped [6] and which are important for fur-
ther processing. For example, interconnected outputs of hydrological models,
data collections from traffic monitoring of selected stretches, or long time series
divided by segmentation algorithm like Voting experts [7] can be mentioned. Ob-
tained episodes may be processed by a suitable clustering algorithm and divided
into the clusters [3, 5].
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Various approaches in spheres like recommended systems, decision support
systems or tasks based on Case Base Reasoning (CBR) are focused on finding
similar sequences (time series episodes) to a sequence entered on the input. In
such cases, a suitable cluster of similar sequences is found, which represents the
input sequence. Much faster searching is allowed due to finding in set of the
cluster representatives which were selected in indexing phase. Thereafter, it is
possible to search in depth in a selected cluster or a set of clusters, which are
similar to a found episode from the input.

Since each obtained cluster contains a concrete amount of similar episodes,
it is suitable to select an appropriate representative, which would describe the
whole cluster. Given selected representative is named pattern. Research area
aimed to finding patterns, pattern mining, has been studied in several fields.
Pattern mining, or pattern recognition, is a scientific discipline focused on object
classification into categories or classes [10, 4].
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Fig. 1. Collection of Representatives Pointing to Locations in Time Series

Finding the representative of a cluster is defined as finding such set of rep-
resentative patterns P, which describes episodes E inside these clusters by the
most appropriate way. Obtained representatives may be used for the creation of
an index file, in which each representative contains a set of pointers to episodes
from the base collection (see Figure 1).

Two basic ways for finding representatives are generally known. The first
approach is based on selecting one episode, which is the most accurate for a given
cluster. The second approach is based on the creation of a representative using
the combination of episodes in the cluster. Euclidean distance and other common
methods for measuring the similarity between the episodes can be used only while
working with the episodes of the identical length. In cases where we have episodes
of different lengths, we need a specific algorithm which respects this requirement
or an algorithm which is immune to sequence distortions. In the paper, it is
described the comparison of the both approaches, and the introduction of an
approach which combines the both ways for finding representatives using DTW
method is presented (for more details, see Section 2).

The organisation of the paper is following: Dynamic time warping method
(DTW) and the utilization of DTW for finding cluster representatives is de-
scribed in Section 2 and in Section 3. Afterwards, in Section 4, a practical
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demonstration of proposed approach is presented. The paper is concluded by
Section 5, in which obtained results of suggested approach are discussed and the
future work is outlined.

2 Dynamic Time Warping

Recently, finding a signal similar to a signal generated by computers, which con-
sists of accurate time cycles and which achieves a determined finite number of
value levels, is a trivial problem. A main attention is focused more likely on
the optimisation of searching speed. A non-trivial task occurs while comparing
or searching the signals, which are not strictly defined and which have vari-
ous distortions in time and amplitude. As a typical example, we can mention
measurement of functionality of human body (EKG, EEG) or the elements (pre-
cipitation, flow rates in riverbeds), in which does not exist an accurate timing for
signal generation. Therefore, comparison of such episodes is significantly diffi-
cult, and almost excluded while using standard functions for similarity (distance)
computation. Examples of such signals are presented in Figure 2a.
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Fig. 2. Standard and DTW Mapping of Episodes

A problem of standard functions for similarity (distance) computation con-
sists in sequential comparison of opposite elements in both episodes (comparison
of elements with the identical indexes). Dynamic time warping (DTW) is a tech-
nique for finding the optimal matching of two warped episodes using pre-defined
rules [1, 9]. Essentially, it is a non-linear mapping of particular elements to match
them in the most appropriate way.

The output of such DTW mapping of episodes from Figure 2a can be seen
in Figure 2b. This approach was used for example for comparison of two voice
patterns during an automatic recognition of voice commands [8].

The main goal of DTW method is a comparison of two time dependent
episodes X and Y, where X = (z1,22,...,2n) is of length N € Nand Y =
(y1, 92, ---,ynm) is of length M € N, and to find an optimal mapping of their ele-
ments. A detailed description of DTW including particular steps of the algorithm
is presented in [1].
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3 Using DTW for Finding Cluster Representative

In cases, where it is necessary to gain the most suitable representative of the set
of similar episodes, we need to find an algorithm appropriate to a given domain.
Sometimes it is possible to use simple average of episodes X and Y, which means
that for a representative R is valid, that:

Xt Y
2

However, this approach is not sufficient in cases, where we have data with
distortion. Examples of such episodes are presented in Figure 3a and 3b. If only
we used simple average presented in Equation 1, we would achieve an episode
showed in Figure 3c. As we can see, this episode absolutely is not a representative
and all the information about the episode course is loosed.

R; ,Vi=1,...,P, where P=|X|=[Y]. (1)
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Fig. 3. Similar Episodes X and Y, their Average and Representative Found by DTW

As we can see from Figure 3, it is necessary to find a more appropriate algo-
rithm for domains which yield to distortion. The algorithm should be immune to
such distortions. This paper is focused on using DTW for finding a representative
of set of similar, but distorted episodes.

3.1 Finding Representative for Episode Couples

The approach for finding a representative of two episodes X and Y by finding the
optimal mapping of two episodes using DTW was described in Section 2. In this
method, the most important is obtained warped path p* = (p1,...,pr), which
allows to find a representative. The approach for finding such representative
is described in Algorithm 3.1. The output of presented algorithm applied on
episodes in Figure 3 is presented in Figure 3d.
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Algorithm 3.1 Searching for Representative from Pair of Episodes

Input: Episodes X and Y
Output: Representative episode R

1. Compute DTW (X,Y) for episodes X and Y’; obtain warping path p*.
2. Initialization:
— R is a representative episode for episodes X and Y.
— g =1 gives a position in R, | = 2 gives a position in warping path p*.
— Value in the first position in R is determined as average of values in the first

positions of episodes X and Y, e.g. r1 = %
3. if [ < L then for couple of the subsequent points of warping path p; and p;—1
perform:
if (pl —plfl) = (1, 1) then
g=q+1

A new item rq = W% is inserted into episode R;

else if (p; —pi—1) = (0,1) or (pr — pi—1) = (1,0) then
No item is inserted into representative episodes R;

end if

l=10l+1

Repeat Step 3.

end if
4. Output of the algorithm is representative episode R of length gq.

Algorithm 3.1 finds a representative common for two episodes, where both
episodes have the same importance. It finds such episode, which is the most
similar to the both two episodes. If it is necessary, a one of the episodes may
be preferred by adding a weight w € (0; 00) and by adjusting a computation of
element 7 and r, by Equation 2:

-1
rl:(ml*w)‘i‘yl*(w )andrq:
w+1

(Tpy * W) + Ym, * (w—1)
w41 '

(2)

The impact of adding a weight on achieved representative R for episodes X
and Y is following:

— w = 1: episodes are equal
— w € (1,00): episode X is preferred
— w € (0,1): episode Y is preferred

3.2 Finding Representative for Set of Episodes

Algorithm 3.1 can be applied only on two episodes. However, this is often in-
sufficient in common practice; we need to find a representative for the whole
set of episodes in most cases. Given a collection C' with generally NV episodes,
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C = {ej,e2,...,en}. The question is, how the presented approach applies on
generally N episodes.

A first solution is based on an approach, in which is a representative found
step by step by finding particular representatives for episode couples. More pre-
cisely, the first step consists of finding representative Ry_o for the first two
episodes e; and es. Then, representative Ry_o_3 is found for a new obtained
episode R;_» and for episode es. Then, such approach is used for the rest of
episodes in the cluster.

However, our experiments showed that this approach is not as much suitable
as it could be. It is strongly dependent on the order of particular episodes in
collection. The solution is to find an approach that would be immune to the order
of elements in an episode. Our proposed approach which solves this problem is
presented in Algorithm 3.2.

The presented approach is not restricted only to using DTW as a method
for the expression of episode similarity. Of course, DTW could be replaced by
any other indicator, for example Euclidean distance or statistical indicators for
time series (MAE, MPE, RMSE, etc.). In such cases, it is necessary to adapt
steps 2 and 4 of Algorithm 3.2, where instead of finding a representative for
the episodes couple by DTW is necessary to use (weighted) average of two
compounded episodes. Section 4 describes both two approaches with a visual
comparison of the impact to a found representative.

4 Experiments

In this section, a method for determination of similarity between two episodes is
presented. Furthermore, the proposed method is compared with other methods.
The achieved outputs are visualized with the following structure. The first row
of the Figures 4 - 8 consists of episodes, which were used as the input to the
algorithm, the second row consists of outputs for the different approaches.

The first output was average of episodes, defined in Equation 1. The second
output was from the proposed approach described in Section 3.2. Both outputs
are followed by the results using Mean Absolute Error (MAE), and finally as
reference, Euclidean distance.

Meaning and usage of DTW method is closer to a human judgement and
perception of similarity than a machine definition of physical distance. It is
impossible to use a numerical evaluation for the following outputs. The exper-
iments presented in this section were focused on finding such representative,
which would describe the characteristics and the important parts of particular
episodes.

The first input dataset was a set of similar signals (see Figure 4), which
shapes resembled ECG records (described for example in [2]). The signal ended
with tiny swings. As we can see from the second row of the episodes in Figure 4,
average of values from both episodes absolutely degraded signal information; the
shift of signal peaks and drops was smoothed nearly to one level. Also usage of
MAE method and Euclidean distance did not provide sufficient results, which
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Algorithm 3.2 Searching for Representative from Set of Episodes

Input: Collection C' of N episodes
Output: Representative episode R

1. Initialization:
— N is count of input episodes.
— wu is level of collection; u = 1.
— (" is the first level of collection; C* = C.
— M is count of processed episodes in level u; M = N —u + 1.

2. Create from collection C*, which consists of episodes {e},e3,..., e} }, distance
matrix D* € RM*M) where particular matrix elements are defined as di; =
DTW (ei,e}), i.e. matrix elements are created by values of reciprocal mapping of
particular episodes.

3. Calculate sum for each row r;* in matrix D* and select a row with the lowest sum
value. Find row r,,;,, where

M

M
U - u
g dmm,j = minvi=1,...:m( E dz‘j)
Jj=1 Jj=1

The found row refers to the episode, which is selected as the most similar to the
others in the current collection, and which could be declared as representative R"
of the collection for u-th level.

4. Remove representative R* from the current collection and create (N — u) new
episodes by application of method for searching representative from couple (R",
e;'), described in Section 3.1. This algorithm can be modified by adding weight
(preference) to one of the episodes, which can prefer (or discriminate) the impor-
tance of the representative R“.

if M > 2 then
u=u+1;
M=M-1;

Repeat from Step 2 for remaining (N — u) episodes;
else if M = 2 then

Select a representative from the two episodes as a representative of the whole
original set of episodes C;
end if
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did not differ from average outputs much. On the other way, usage of DTW

method for finding representative fully depicted a character of the signal and
brought the most accurate results.
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Fig. 4. Experiment with Simplified ECG Signals

The next episode quartet contained signals with the three peaks mutually
shifted in time, while each of them had a variable duration (see Figure 5). It
was supposed that the representative would have a curve with the three evident
peaks. It is obvious from the results, that even though MAE and Euclidean
distance worked much better, the loss of information was still noticeable.
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Fig. 5. Experiment with Three Distorted Peeks

The last input dataset represented the situation, in which the signal con-
sisted of two waves - one in a positive and one in a negative part (see Figure 6).
These waves were deformed in time, while they were spread or shrunk in X axis.
Although the other methods achieved seemingly the best results, the distortion
was evident again. The output representative did not contained as high ampli-
tudes as the input waves, did not have smoothed waves and did not detect the
constant segments, which were distorted.
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The most important advantage of the proposed solution is the fact that the
Algorithm 3.2 in combination with DTW is able to process even episodes with
different lengths. This is very difficult while using other methods, and in some
cases even impossible. In these cases it is necessary to shrink the episodes into
the identical length, which of course cause the loss of information. Using DTW,
we are able to process such episodes with different lengths without any loss of
information. In Figures 7 and 8 are presented outputs from proposed algorithm
applied on episodes with different lengths.
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Fig. 7. Set 1 of Episodes with Variable Length
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Fig. 8. Set 2 of Episodes with Variable Length
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5 Conclusion and Future Work

The real application of proposed algorithm “Searching for Representative from
Set of Episodes” described in Section 3.2 showed that it is able to find a repre-
sentative not only from the set of typical episodes, but also from their distorted
variants. The tested input datasets consisted of signals with changed amplitudes
and were distorted by time shifting. The proposed solution was compared with
conventional methods, in which much worse success was obvious.

Further work will be concentrated on creation of index file, which structure
was defined in Section 1, and which visual representation was presented in Fig-
ure 1. The aim is to create a sufficiently robust mechanism, which will be able
to find all the similar episodes to the selected pattern in data collection during
the shortest time. Furthermore, these found episodes will be used for a predic-
tion using the Case-Based Reasoning method. This method requires a suitable
mechanism that is able to extract the most similar patterns from the input.
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